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Preface 

If you’re going to own only one book on digital filters, this is the one 
to have. If you already own several, you need this book anyway-it 
contains quite a lot of useful information not available in any other 
book. I wrote this book for individuals faced with the need to design 
working digital filters-it is not intended as an academic text. All the 
necessary theoretical background is provided in the early chapters, 
and practical digital filter design techniques are provided in the later 
chapters. These design techniques are supported by numerous com- 
puter routines written in the C programming language. The tech- 
niques and programs presented in this book will prove to be very 
useful to engineers, students, and hobbyists engaged in the design of 
digital filters. 

All of the programs in this book were written and tested using 
Think C for the Apple Macintosh computer. I made a conscientious 
effort to limit the programs to the ANSI standard subset of Think C 
and to avoid any machine dependencies. Potential efficiencies were 
sacrificed for the sake of portability and tutorial clarity. However, a 
few specific items need to be pointed out: 

1. Constants used by several different functions are collected into 
a single “include” file called g1obDefs.h (a  listing of this file is 
provided in App. A). The “new” style of ANSI prototyping was used 
throughout all of the software generated for this book. All the 
pertinent prototypes are collected in a file called protosh, which is 
provided in App. B. 

ezAmp1itude.c are 
allowed on the Macintosh, but on MS-DOS mac ?l ines file names are 
limited to eight characters plus a three-character extension. Except 
for the two header files mentioned above, all the files on the accompa- 
nying disk have names that are keyed to the chapter number in which 
the listing appears. 

2. Nice long file names such as computeRe 

xv 



xvi Preface 

3. I found it convenient to define a new type real that is the same 
as double. For use on machines with limited memory, real could be 
redefined as float to save memory, but accuracy could suffer. Being a 
long-time Fortran user, I also found it convenient to create a logical 
type. The lack of intrinsic complex types in C was overcome via a 
complex structure definition, and a set of complex arithmetic func- 
tions is detailed in App. C. 

Britt Rorabaugh 



Chapter 

Mathematical Review 

Electronic signals are complicated phenomena, and their exact behavior is 
impossible to describe completely. However, simple mathematical models can 
describe the signals well enough to yield some very useful results that can be 
applied in a variety of practical situations. Furthermore, linear systems and 
digital filters are inherently mathematical beasts. This chapter is devoted to 
a concise review of the mathematical techniques that are used throughout 
the rest of the book. 

1.1 Exponentials and Logarithms 

Exponentials 

There is an irrational number, usually denoted as e, that is of great impor- 
tance in virtually all fields of science and engineering. This number is defined 
by 

Unfortunately, this constant remains unnamed, and writers are forced to 
settle for calling it ‘‘the number e” or perhaps “the base of natural loga- 
rithms.” The letter e was first used to denote the iarational in (1.1) by 
Leonhard Euler (1707-1783), so it would seem reasonable to refer to the 
number under discussion as “Euler’s constant.” Such Is not the case, how- 
ever, as the term Euler’s constant is attached to  the constant y defined by 

N 0.577215664. ’ . 

The number e is most often encountered in situations where it raised to some 
real or complex power. The notation exp(x) is often used in place of e x ,  since 

1 



2 Chapter One 

the former can be written more clearly and typeset more easily than the 
latter-especially in cases where the exponent is a complicated expression 
rather just a single variable. The value for e raised to a complex power z can 
be expanded in an infinite series as 

z n  
exp(z) = 1 - 

n = O  n! (1.3) 

The series in (1.3) converges for all complex z having finite magnitude. 

Logarithms 

The common logarithm, or base-10 logarithm, of a number x is equal to the 
power to which 10 must be raised in order to equal x: 

y = log,, x 0 x = 1oy (1.4) 

The natural logarithm, or base-e logarithm, of a number x is equal to the 
power to which e must be raised in order to equal x: 

(1.5) 

Natural logarithms are also called napierian logarithms in honor of John 
Napier (155&1617), a Scottish amateur mathematician who in 1614 published 
the first account of logarithms in Mirifici logarithmorum canonis descripto 
(‘‘A Description of the Marvelous Rule of Logarithms”) (see Boyer 1968). The 
concept of logarithms can be extended to any positive base b, with the base-b 
logarithm of a number x equaling the power to which the base must be raised 
in order to equal x: 

(1.6) 

The notation log without a base explicitly indicated usually denotes a 
common logarithm, although sometimes this notation is used to denote 
natural logarithms (especially in some of the older literature). More often, 
the notation In is used to denote a natural logarithm. Logarithms exhibit a 
number of properties that are listed in Table 1.1. Entry 1 is sometimes offered 
as the definition of natural Iogarithms. The multiplication property in entry 
3 is the theoretical basis upon which the design of the slide rule is based. 

y = log, x o x = exp(y) = e Y  

y = log, x 9 x = by 

Decibels 

Consider a system that has an output power of Pout and an output voltage of 
Vout given an input power of Pin and an input voltage of Vin. The gain G, in 
decibels (dB), of the system is given by 

(1.7) 
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TABLE 1.1 Properties of Logarithms 

2. 
d 1 -((In%)=- x > O  

dx X 

4. log, ; = -log,x 

5. log,(y*) = x log,y 

If the input and output impedances are equal, (1.7) reduces to 

Example 1.1 An amplifier has a gain of 17.0 dB. For a 3-mW input, what will the output 
power be? Substituting the given data into (1.7) yields 

17.0 dB = 10 log,, - (3 xp;-3) 

Solving for Po,, then produces 

Po,, = (3 x 10-3)10(17/10) = 1.5 x lo-' = 150 mW 

Example 1.2 What is the range in decibels of the values that can be represented by an 
&bit unsigned integer? 

aotu~on The smallest value is 1, and the largest value is 28 - 1 =i 255. Thus 

20 log,,(?) = 48.13 dB 

The abbreviation dBm is used to designate power levels relative to 1 milli- 
watt (mW). For example: 

30 dBm = 10 log,, - 
(1C3) 

P = (10-3)(103) = 100 = 1.0 w 
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1.2 Complex Numbers 

A complex number z has the form a + b j ,  where a and b are real and 
j = fi. The real part of z is a, and the imaginary part of z is b. Mathemati- 
cians use i to denote G, but electrical engineers use j to avoid confusion 
with the traditional use of i for denoting current. For convenience, a + bj is 
sometimes represented by the ordered pair (a, b). The modulus, or absolute 
value, of z is denoted as IzJ and is defined by 

The complex conjugate of z is denoted as z" and is defined by 

Conjugation distributes over addition, multiplication, and division: 

Operations on complex numbers In rectangular form 

Consider two complex numbers: 

z , = a + b j  z 2 = c + d j  

The four basic arithmetic operations are then defined as 

q + z ~ = ( a + c ) + j ( b + d )  

z1 - z2 = (a - c)  + j ( b  - d )  

z1z2 = (ac - b d )  + j (ad  + bc) 

21 ac + b d  bc - a d  
+ j -  

z2 c 2 + d 2  c 2 + d 2  
-=- 

Polar form of complex numbers 

(1.9) 

(1.10) 

(1.11) 

(1.12) 

(1.13) 

(1.14) 

(1.15) 

(1.16) 

(1.17) 

A complex number of the form a + bj can be represented by a point in a 
coordinate plane as shown in Fig. 1.1. Such a representation is called an 
Argand diagram (Spiegel 1965) in honor of Jean Robert Argand (1768-1822), 
who published a description of this graphical representation of complex num- 
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z = a + b j  - - - - - - - - -  

Flgun 1.1 Argand diagram rep 
resentation of a complex num- 
ber. 

I Q 
Rdz)  

bers in 1806 (Boyer 1968). The point representing a + bj can also be located 
using an angle 8 and radius r as shown. From the definitions of sine and 
cosine given in (1.25) and (1.26) of Sec. 1.3, it follows that 

a = r cos 8 b = r sin 8 

Therefore, z = r cos 8 + j r  sin 8 = r( cos 8 + j sin 8) (1.18) 

The quantity (cos 8 + j  sin 8) is sometimes denoted as cis 8. Making use of 
(1.58) from Sec. 1.3, we can rewrite (1.18) as 

z = r cis 8 = r exp( j 8 )  (1.19) 

The form in (1.19) is called the polar form of the complex number z. 

Operations on complex numbers in polar form 

Consider three complex numbers: 

z = r(cos 8 + j sin 8) = r exp( j 8 )  

z, = r,(cos 8, + j  sin 8,) = r, exp( j8,) 

2, = r, (cos 8, + j sin 8,) = r, exp( j8,) 

Several operations can be conveniently performed directly upon complex 
numbers that are in polar form, as follows. 

Multiplication 

zlz2 = r,r2[cos(8, + 8,) + j  sin(8, + O,)] 

= r1r2 eXP[j(el+ Wl ( 1.20) 
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Division 

Powers 

zn  = rn[cos(n8) + j  sin(n8)l 

= r n  exp( jn8) 

Roots 

k = 0 , 1 , 2 ,  . . .  =rl/nexp[ j ( 0  + 2k.n) ] 

(1.21) 

(1.22) 

(1.23) 

Equation (1.22) is known as De Moivre's theorem. In 1730, an equation simi- 
lar to (1.23) was published by Abraham De Moivre (1667-1754) in his 
Miscellanea analytica (Boyer 1968). In Eq. (1.23), for a fixed n as k increases, 
the sinusoidal functions will take on only n distinct values. Thus there are n 
different n th  roots of any complex number. 

Logarithms of complex numbers 

For the complex number z = r exp( je), the natural logarithm of z is given by 

In z = In[r exp( JO)] 

= ln{r exp[j(O + 2kn)]} 

= (In r) + j ( 8  + 2kn) k = 0, 1, 2, . . . (1.24) 

The principal value is obtained when k = 0. 

1.3 Trigonometry 

For x ,  y ,  r, and 8 as shown in Fig. 1.2, the six trigonometric functions of the 
angle 8 are defined as 

(1.25) Y Sine: s ine  =-  
r 

(1.26) 
X 

Cosine: cos 8 = - 
r 
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Tangent: tan 6 = Y - 
X 

r Cosecant: csc 8 = - 
Y 

r 
Secant: sec 6 = - 

X 

X 
Cotangent: cot 6 = - 

Y 

(1.27) 

(1.28) 

(1.29) 

(1.30) 

Phase shlftlng of slnusolds 

A number of useful equivalences can be obtained by adding particular phase 
angles to the arguments of sine and cosine functions: 

cos(ot) = sin ot + - ( 3 (1.31) 

cos(ot) = cos(ot + 2nn) n = any integer (1.32) 

sin(ot) = sin(wt + 2nn) n = any integer (1.33) 

(1.34) 

(1.35) cos(ot) = cos[ot + (2n + l)n] n = any integer 

sin(wt) = -sinlot + (2n + l)n] n = any intieger (1.36) 

Trigonometric Identities 

The following trigonometric identities often prove useful in the design and 
analysis of signal processing systems. 

sin x 
tanx =- 

cos x 
(1.37) 
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sin( -x) = -sin x 

cos( -x) = cos x 

tan( -x) = -tan x 

cos2 x + sin2 x = 1 

cos2 x = '/2 [ 1 + cos( 2x)] 

sin(x f y) = sin x)( cos y )  & (cos y)( sin y )  

cos(x f y )  = (cos x)( cos y)  F (sin x)(sin y )  

(tan x) + (tany) 
1 - (tan x)( tan y) 

tan(x + y )  = 

sin( 22) = 2( sin x)( cos x) 

cos(2x) = cos2 x - sin2 x 
2( tan x) 
1 - tan2 x 

tan(2x) = 

(sin x)( sin y )  = '/z [ - cos(x + y )  + cos(x - y)] 

(cos x)( cos y )  = '/2 [ cos(x f y) + cos(x - y)] 

(sin x)(cos y) = '/z [sin(x + y) + sin@ - y)] 

x - Y  (sin x) + (sin y) = 2 sin x+y cos - 
2 2 

x +Y (sin x) - (sin y )  = 2 sin x--Y cos - 
2 2 

x-Y (cos x) + (cosy)  = 2 cos - +%os- 
2 2 

x + y  x-y (cos x) - (cos y )  = - 2 sin - sin - 
2 2 

A cos(wt + +) + B cos(wt + +) = c C O S ( ~ ~  + e) 
where C = [A2 + B 2  - 2AB cos($ - 49)]  1/2 

) 
A sin 49 + B sin 4 ( A cos + + B cos I$ 

A cos(wt + @) + B sin(wt + 4) = C cos(wt + 0) 

8 =tan-' 

where C = [A2 + B 2  - 2AB sin($ - +)I l I 2  

A sin I(/ - B cos $ 
A cos I(/ + B sin $ 

6 = tan-l 

(1.38) 

(1.39) 

(1.40) 

(1.41) 

(1.42) 

(1.43) 

(1.44) 

(1.45) 

(1.46) 

(1.47) 

(1.48) 

(1.49) 

(1.50) 

(1.51) 

(1.52) 

(1.53) 

(1.54) 

(1.55) 

(1.56) 

(1.57) 
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Euier's identities 

The following four equations, called Euler's identities, relate sinusoids and 
complex exponentials. 

eJx = cos x + j sin x (1.58) 

e - ' X  = c o s x - j s i n x  

e j x  + - j x  

2 
cos x = 

(1.59) 

(1.60) 

(1.61) 

Series and product expansions 

Listed below are infinite series expansions for the various trigonometric 
functions (Abramowitz and Stegun 1966). 

(1.62) 

(1.63) 

( - l)n22nBznxzn- 

cO ( - l)nEZnx2n 71 

cotx = f (Zn) ! 1x1 < 7t 
n = O  

sec x = C 1x1 < 2 
n = O  (Zn)! 

(1.65) 

(1.66) 

Values for the Bernoulli number B, and Euler number E,, are listed in Tables 
1.2 and 1.3, respectively. In some instances, the infinite product expansions 
for sine and cosine may be more convenient than the series expansions. 

cc 
s i n x = x  n (I-&) 

n = l  
(1.68) 

(1.69) 
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TABLE 1.2 Bernoulli Numbers 
B, = N / D  B, = 0 for n = 3,5,7,. 

TABLE 1.3 Euler Numbers 
En = 0 for n = 1, 3,5, 7, 

n N D n E n  

0 
1 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 - 

1 1 
-1 2 
1 6 

-1 30 
1 42 

-1 30 
5 66 

-691 2730 
7 6 

-3617 510 
43867 798 
174611 330 

0 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 

1 
-1 
5 

- 61 
1385 

2,702,765 

19,391,512,145 

370,371,188,237,525 

- 50521 

- 199,360,981 

- 2,404,879,675,441 

Orthonormality of sine and cosine 

Two functions &(t) and &(t) are said to form an orthogonut set over the 
interval [0, TI if 

(1.70) 

The functions &(t) and &(t) are said to form an orthonormal set over the 
interval [0, TI if in addition to satisfying (1.70) each function has unit energy 
over the interval 

(1.71) 

Consider the two signals given by 

&(t) = A sin(o,t) (1.72) 

&(t) = A C O S ( ~ , ~ )  (1.73) 

The signals 41 and & will form an orthogonal set over the interval [0,  TI if 
w,T is an integer multiple of n. The set will be orthonormal as well as 
orthogonal if A 2  = 2/T. The signals 41 and 42 will form an approximately 
orthonormal set over the interval [0, TI if w,T & 1 and A' = 2/T. The or- 
thonormality of sine and cosine can be derived as follows. 
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Substitution of (1.72) and (1.73) into (1.70) yields 
PT rT 

J $l(t) 42(t) dt = A 2  J sin mot cos mot dt 
0 0 

T 
= $ l [sin(oot + mot) + sin(wot - coot)] dt  

=$l sin20,t dt  =- 
T 

(1 - cos 200 T )  A 2  
400 T 

-- - (1.74) 

Thus if wo T is an integer multiple of n, then cos( 20,  T )  = 1 and @1 and 4' will 
be orthogonal. If ooT % 1, then (1.74) will be very small and reasonably 
approximated by zero; thus 41 and 42 can be considered as approximately 
orthogonal. The energy of &(t)  on the interval [0, TI is given by 

T 

t sin 20,t 

T sin 20,T 

=A2(i- 400 ) I t = o  

-A2 - _  
- ( 2  400 

For 41 to have unit energy, A 2  must satisfy 

When ooT = nn, then sin 2w0T = 0. Thus (1.76) reduces to 

Substituting (1.77) into (1.75) yields 

sin 2 0 ,  T 
20, T 

E 1 = l -  

When wo T 9 1, the second term of (1.78) will be 
approximated by zero, thus indicating that b1 

(1.75) 

(1.76) 

(1.77) 

(1.78) 

very sQall and reasonably 
and d2 are approximately 

orthonormal. In a similar manner, the energy of 42(t) can be found to be 
T 

E2 = A 2  cos' mot dt 

T sin 20, T = A 2  -+ 
( 2  400 

(1.79) 
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Thus 

E2=1 i f . = &  and w,T@1 

1.4 Derivatives 

Listed below are some derivative forms that often prove useful in theoretical 
analysis of communication systems. 

d du - sin u = cos u - 
dx dx 

du d 
-COSU=-s inu-  
dx dx 

d du 1 du 
dx dx cos2udx 

d du 1 du 
-cot24 =csc2u-=-- (1.83) dx dx sin'udx 

d du sinu du - sec u = sec u tan u-  =-- 
dx dx cos'udx 

du - C O S U ~ U  d - csc u = -csc u cot u - = -- 
dx dx sin2u dx 

d du 
dx dx 

1 du d - - n u = - -  
dx u dx 

d log e du 
dx u dx 

(1.80) 

(1.81) 

- tanu=sec2u--=--  (1.82) 

(1.84) 

(1.85) 

(1.86) -e"=e"-  

(1.87) 

-1ogu =-- (1.88) 

(1.89) 

Derlvatives of polynornlal ratios 

Consider a ratio of polynomials given by 

C(S) =- A(s) B(s) # O  
B(s) 
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The derivative of C(s) can be obtained using Eq. (1.89) to obtain 

d d d 
ds ds ds 
- C(S) = [B(s)] -' - A(s) - A(s)[B(s)] -' - B(s) (1.91) 

Equation (1.91) will be very useful in the application of the Heaviside 
expansion, which is discussed in Sec. 2.6. 

1.5 Integration 

Large integral tables fill entire volumes and contain thousands of entries. 
However, a relatively small number of integral forms appear over and over 
again in the study of communications, and these are listed below. 

1: dx = In x 

ax - 1 
xe"" dx = - e s a2 

1 
a 

1 
a 

1 
sin(ax + b) dx = -- cos(ax + b) 

a 

1 s a 

sin(ax) dx = -- cos(ax) 

cos(ax) dx = - sin(ax) 

s 
s 

COS(UX + b)  dx = - sin(ax + b) 

s 
X 1 s a a 

x sin(ax) dx = -- cos(ax) + 2 sin(ax) 

X 1 s a a 
x cos(ax) dx = - sin(ax) + 7 cos(ap) 

x sin2ax 
sin'axdx =--- s 2 4a 

x sin2ax 
cos'axdx =-+- s 2 4a 

1 s a 
x2 sin ax dx = 7 (2ax sin ax + 2 cos ax - a2x2 cos ax)  

(1.92) 

(1.93) 

(1.94) 

(1.95) 

(1.96) 

(1.97) 

(1.98) 

(1.99) 

(1.100) 

(1.101) 

(1.102) 

(1.103) 
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1 s a3 
x 2  COB ax dx = - (2ax cos ax - 2 sin ax + a2x2 sin ax) (1.104) 

sin3 x dx = - '/3 cos x(sin2 x + 2) 

c0s3 x dx = '/3 sin x(cos2 x + 2) 

s 
I 

sin x cos x dx = s/, sin2 x 

-cos(m - n)x cos(m + n)x - 

I 
sin(mx) cos(nx) dx = s 2(m - n) 2(m + n) 

sin2 x cos' x dx = '/B [x  - 3/, sin(&)] s 
- C O P +  x 

m f l  

s m + l  

sin x COS'" x dx = 

sinm + x 
sin"' x cos x dx = 

s 

(1.105) 

(1.106) 

(1.107) 

(m' # n2) 

(1.108) 

(1.109) 

(1.110) 

(1.111) 

cos"-'x sinn+'x rn-1 
m + n  m+n 

COS"' x sinn x dx = + - scosm-2x sinnxdx (rn # -n) 

(1.112) 

-cosm+lxsin"-lx I n-1 J 
COS"' x sin" x dx = cos"' x sin"-'x dx (rn # - n) s m + n  m + n  

(1.113) 

(1.114) 

1.6 Dirac Delta Function 

In all of electrical engineering, there is perhaps nothing that is responsible 
for more hand-waving than is the so-called delta function, or impulse function, 
which is denoted d(t) and which is usually depicted as a vertical arrow at the 
origin as shown in Fig. 1.3. This function is often called the Dirac delta 
function in honor of Paul Dirac (1902-1984), an English physicist who used 
delta functions extensively in his work on quantum mechanics. A number of 
nonrigorous approaches for defining the impulse function can be found 
throughout the literature. A unit impulse is often loosely described as having 
a zero width and an infinite amplitude at the origin such that the total area 
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Figure 1.3 Graphical representa- 
tion of the Dirac delta function. 

under the impulse is equal to unity. How is it possible to claim that zero 
times infinity equals l? The trick involves defining a sequence of functions 
fn ( t )  such that 

and 

fn(t)  dt  = 1 

lim f n ( t )  = 0 for t # 0 
n - m  

The delta function is then defined as 

b(t) = lim f n ( t )  
n - m  

Example 1.3 Let a sequence of pulse functions f,(t) be defined as 

[O otherwise 

(1.115) 

(1.116) 

(1.117) 

(1.118) 

Equation (1.115) is satisfied since the area of pulse is equal to (2n)  . ( n / 2 )  = 1 for all n. 
The pulse width decreases and the pulse amplitude increases as n approaches infinity. 
Therefore, we intuitively sense that this sequence must also satisfy (1.116). Thus the 
impulse function can be defined as the limit of (1.118) as n approaches infinity. Using 
similar arguments, it can be shown that the impulse can also be defined as the limit of a 
sequence of sinc functions or gaussian pulse functions. 

A second approach entails simply defining d(t)  to be that function which 
satisfies 

d( t )d t  = 1 and b(t)  = O  for t # 0 (1.119) 

In a third approach, 6( t )  is defined as that function which exhibits the 
property 

(1.120) 

While any of these three approaches is adequate to introduce the delta 
function into an engineer's repertoire of analytical tools, none of the three is 
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sufficiently rigorous to satisfy mathematicians or discerning theoreticians. In 
particular, notice that none of the approaches presented deals with the 
thorny issue of just what the value of d(t) is for t = 0. The rigorous definition 
of d ( t )  introduced in 1950 by Laurent Schwartz (Schwartz (1950) rejects the 
notion that the impulse is an  ordinary function and instead defines it as a 
distribution. 

Distributions 

Let S be the set of functions f ( x )  for which the n th  derivative f [ " ] ( x )  exists for 
any n and all x .  Furthermore, each f ( x )  decreases sufficiently fast a t  infinity 
such that 

lim x"f(x)  = 0 for all n (1.121) 
x - m  

A distribution, often denoted 4 ( x ) ,  is defined as a continuous linear mapping 
from the set S to the set of complex numbers. Notationally, this mapping is 
represented as an  inner product 

(1.122) 

or alternatively 

( 4 ( x > ,  f (4> = (1.123) 

Notice that no claim is made that 4 is a function capable of mapping values 
of x into corresponding values +(x). In some texts (such as Papoulis 1962), 
4 ( x )  is referred to as a functional or as a generalized function. The distribu- 
tion 4 is defined only through the impact that it has upon other functions. 
The impulse function is a distribution defined by the following: 

(1.124) 

The equation (1.124) looks exactly like (1.120), but defining 6(t) as a distribu- 
tion eliminates the need to tap dance around the issue of assigning a value 
to 6(0). Furthermore, the impulse function is elevated to a more substantial 
foundation from which several useful properties may be rigorously derived. 
For a more in-depth discussion of distributions other than h( t ) ,  the interested 
reader is referred to Chap. 4 of Weaver (1989). 

Properties of the delta distribution 

It has been shown (Weaver 1989; Brigham 1974; Papoulis 1962; Schwartz and 
Friedland 1965) that the delta distribution exhibits the following properties: 

6(t) dt = 1 L (1.125) 
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d 
7 h(t)  = lim 

h(t) - h(t - t) 
(1.126) 

1 
&at) = - d(t) 

1.1 

(1.127) 

(1.128) 

NtO>f(t) = f(t0)WO) (1.129) 

d,(t - t l )  * h,(t - tz )  = h[t - (tl + tz)] (1.130) 

In Eq. (1.129), f ( t )  is an ordinary function that is continuous a t  t = to,  and in 
Eq. (1.130) the asterisk denotes convolution. 

1.7 Mathematical Modeling of Signals 

The distinction between a signal and its mathematical representation is not 
always rigidly observed in the signal processing literature. Mathematical 
functions that only model signals are commonly referred to as “signals,” and 
properties of these models are often taken as properties of the signals 
themselves. 

Mathematical models of signals are generally categorized as either steady- 
state or transient models. The typical voltage output from an oscillator is 
sketched in Fig. 1.4. This signal exhibits three different parts-a turn-on 
transient at the beginning, an interval of steady-state operation in the middle, 
and a turn-off transient at the end. It is possible to formulate a single 
mathematical expression that describes all three parts, but for most uses, 
such an expression would be unnecessarily complicated. In cases where the 
primary concern is steady-state behavior, simplified mathematical expres- 

I I 
I 
I Turn  - o f f  
I tronsient 
I I Steady- state u 

Turn - on 
transient 

Figure 1.4 Typical output of an audio oscillator. 
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sions that ignore the transients will often be adequate. The steady-state 
portion of the oscillator output can be modeled as a sinusoid that theoreti- 
cally exists for all time. This seems to be a contradiction to the obvious fact 
that the oscillator output exists for some limited time interval between 
turn-on and turn-off. However, this is not really a problem; over the interval 
of steady-state operation that we are interested in, the mathematical sine 
function accurately describes the behavior of the oscillator’s output voltage. 
Allowing the mathematical model to assume that the steady-state signal 
exists over all time greatly simplifies matters since the transients’ behavior 
can be excluded from the model. In situations where the transients are 
important, they can be modeled as exponentially saturating and decaying 
sinusoids as shown in Figs. 1.5 and 1.6. In Fig. 1.5, the saturating exponential 
envelope continues to increase, but it never quite reaches the steady-state 
value. Likewise the decaying exponential envelope of Fig. 1.6 continues to 
decrease, but it never quite reaches zero. In this context, the steady-state 
value is sometimes called an assymptote, or the envelope can be said to 
assymptotically approach the steady-state value. Steady-state and transient 
models of signal behavior inherently contradict each other, and neither 
constitutes a “true” description of a particular signal. The formulation of the 
appropriate model requires an understanding of the signal to be modeled and 
of the implications that a particular choice of model will have for the 
intended application. 

Figure 1.5 Exponentially saturating sinusoid. 
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Flgure 1.6 Exponentially decaying sinusoid. 

Steady-state signal models 

Generally, steady-state signals are limited to just sinusoids or sums of 
sinusoids. This will include virtually any periodic signals of practical interest 
since such signals can be resolved into sums of weighted and shifted sinusoids 
using the Fourier analysis techniques presented in Sec. 1.8. 

Periodicity. Sines, cosines, and square waves are all periodic functions. The 
characteristic that makes them periodic is the way in which each of the 
complete waveforms can be formed by repeating a particular cycle of the 
waveform over and over at a regular interval as shown in Fig. 1.7. 

Definition. A function x ( t )  is periodic with a period of T if and on$ if x(t  + nT) = x ( t )  for 
all integer values of n. 

Functions that are not periodic are called aperiodic, and functions that are 
"almost" periodic are called quasi -periodic. 

Symmetry. A function can exhibit a certain symmetry regarding its position 
relative to the origin. 

Definition. A function x(t) is said to  be euen, or to  exhibit euen symmetry, if for all 
t, x ( t )  = x( - t ) .  

Definition. A function x(t) is said to be odd, or to exhibit odd symmetry, if for all 
t, x(t)  = - x( - t) .  

An even function is shown in Fig. 1.8, and an odd function is shown in Fig. 1.9. 
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t -T i t i t + T  t +2T 

i c -  p -: 

Figure 1.7 Periodic functions. 

Figure 1.8 

I I 
I I 

- t  t 

Even-symmetric function. 

Figure 1.9 Odd-symmetric function. 
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Symmetry may appear at  first to be something that is only ‘‘nice to know” 
and not particularly useful in practical applications where the definition 
of time zero is often somewhat arbitrary. This is far from the case, how- 
ever, because symmetry considerations play an important role in Fourier 
analysis-especially the discrete Fourier analysis that will be discussed in 
Chap. 7. Some functions are neither odd nor even, but any periodic function 
can be resolved into a sum of an even function and an odd function as given 
by 

x(t) = xeven(t) + xodd ( t )  

where xeven(t) = 1/2[x(t) + x(  -t)] 

Addition and multiplication of symmetric functions will obey the following 
rules: 

Even + even = even 

Odd + odd = odd 

Odd x odd = even 

Even x even = even 

Odd x even = odd 

Energy signals versus power signals 

It is a common practice to deal with mathematical functions representing 
abstract signals as though they are either voltages across a 1-0 resistor or 
currents through a 1-Q resistor. Since, in either case, the resistance has an 
assumed value of unity, the voltage and current for any particular signal will 
be numerically equal-thus obviating the need to select one viewpoint over 
the other. Thus for a signal x(t),  the instantaneous power p(t) dissipated in 
the 142 resistor is simply the squared amplitude of the signal 

A t )  = Ix(t>lZ (1.131) 

regardless of whether x(t) represents a voltage or a currerit. To emphasize the 
fact that the power given by (1.131) is based upon unity resistance, it is often 
referred to as the normalized power. The total energy of the signal x(t) is then 
obtained by integrating the right-hand side of (1.131) over all time: 

(1.132) 
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and the average power is given by 

(1.133) 

A few texts (for example, Haykin 1983) equivalently define the average power 
as 

(1.134) 

If the total energy is finite and nonzero, x(t) is referred to as an energy signal. 
If the average power is finite and nonzero, x(t) is referred to as a power signal. 
Note that a power signal has infinite energy, and an energy signal has zero 
average power; thus the two categories are mutually exclusive. Periodic 
signals and most random signals are power signals, while most deterministic 
aperiodic signals are energy signals. 

1.8 Fourier Series 

Trigonometric forms 

Periodic signals can be resolved into linear combinations of phase-shifted 
sinusoids using the Fourier series, which is given by 

(1.135) a0 x(t) = - + 1 [a, cos(nw,t) + 6 ,  sin(nw,t)] 
2 n = l  

2 Ti2 
where a, = 7 Ti2 x(t) dt 

x(t) sin(nw,t) dt  

T = period of x(t) 

271 
T wo = - = 2nf0 = fundamental radian frequency of x(t) 

(1.136) 

(1.137) 

(1.138) 

Upon application of the appropriate trigonometric identities, Eq. (1.135) can 
be put into the following alternative form: 

00 

x(t) = co + 1 c, cos(nw,t - en) 
n = l  

(1.139) 
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where the c, and 8, are obtained from a,  and b, using 

a0 c -- 
O -  2 

(1.140) 

c, = Jm; (1.141) 

en = tan-(') (1.142) 

Examination of (1.135) and (1.136) reveals that a periodic signal contains 
only a dc component plus sinusoids whose frequencies are integer multiples 
of the original signal's fundamental frequency. (For a fundamental frequency 
of f o ,  2f0 is the second harmonic, 3f0 is the third harmonic, and so on.) 
Theoretically, periodic signals will generally contain an infinite number of 
harmonically related sinusoidal components. In the real world, however, 
periodic signals will contain only a finite number of measurable harmonics. 
Consequently, pure mathematical functions are only approximately equal to 
the practical signals which they model. 

Exponential form 

The trigonometric form of the Fourier series given by (1.135) makes it easy to 
visualize periodic signals as summations of sine and cosine waves, but 
mathematical manipulations are often more convenient when the series is in 
the exponential form given by 

1 
where c, = T x( t )  e -J2nnfof  dt 

(1.143) 

(1.144) 

The integral notation used in (1.144) indicates that the integral is to be 
evaluated over one period of x ( t ) .  In general, the values of b, are complex; and 
they are often presented in the form of a magnitude spectrum and phase 
spectrum as shown in Fig. 1.10. The magnitude and phage values plotted in 
such spectra are obtained from c, using 

8, =tan- '  - [:::;I 
(1.145) 

(1.146) 

The complex c, of (1.144) can be obtained from the a ,  and b, of (1.137) and 
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Figure 1.10 Magnitude and phase spectra. 

( 1.138) using 

2 
n=O 

2 

(1.147) 

Conditions of applicability 

The Fourier series can be applied to almost all periodic signals of practical 
interest. However, there are some functions for which the series will not 
converge. The Fourier series coefficients are guaranteed to exist and the 
series will converge uniformly if x( t )  satisfies the following conditions: 

1. The function x( t )  is a single-valued function. 
2. The function x ( t )  has a t  most a finite number of discontinuities within 

3. The function x( t )  has at  most a finite number of extrema (that is, maxima 
each period. 

and minima) within each period. 
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4. The function x(t, is absolutely integrable over a period: IT dt < 03 (1.148) 

These conditions are often called the Dirichlet conditions in honor of Peter 
Gustav Lejeune Dirichlet (1805-1859) who first published them in the 1828 
issue of Journal fur die reine und angewandte Mathematik (commonly known 
as Crelle’s JournaE). In applications where it is sufficient for the Fourier 
series coefficients to be convergent in the mean, rather than uniformly 
convergent, it suffices for x(t) to be integrable square over a period: 

jT Ix(t)12 dt  < 03 (1.149) 

For most engineering purposes, the Fourier series is usually assumed to be 
identical to x( t )  if conditions 1 through 3 plus either (1.148) or (1.149) are 
satisfied. 

Properties of the Fourier series 

A number of useful Fourier series properties are listed in Table 1.4. For ease 
of notation, the coefficients cn corresponding to x ( t )  are denoted as X(n),  and 
the c, corresponding to y( t )  are denoted as Y(n). In other words, the Fourier 
series representations of x( t )  and y ( t )  are given by 

(1.150) 

(1.151) 

TABLE 1.4 Properties of the Fourier Series 
[Note: x(t), y ( t ) ,  X(n) ,  and Y(n) are as given in Eqs. (1.150) and (1.151).] 

Property Time function Transform 

1. Homogeneity 

2. Additivity 

3. Linearity 

4. Multiplication 

5. Convolution 

6. Time shifting X(t - 5 )  

j2lcmt 
7. Frequency shifting exp( ,)x(t) X ( n  - rn) 
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where T is the period of both x ( t )  and y(t). In addition to the properties listed 
in Table 1.4, the Fourier series coefficients exhibit certain symmetries. If (and 
only if) x ( t )  is real, the corresponding FS coefficients will exhibit even 
symmetry in their real part and odd symmetry in their imaginary part: 

Im[x(t)] = 0 o Re[X( -n)] = Re[X(n)] 

Im[X( - n)] = - Im[X(n)] (1.152) 

Equation (1.152) can be rewritten in a more compact form as 

Im[x(t)] = 0 o X( -n) = X*(n) (1.153) 

where the superscript asterisk indicates complex conjugation. Likewise for 
purely imaginary x( t ) ,  the corresponding FS coefficients will exhibit odd 
symmetry in their real part and even symmetry in their imaginary part: 

Re[x(t)] = 0 o X( - n) = - [X*(n)] (1.154) 

If and only if x ( t )  is (in general) complex with even symmetry in the real part 
and odd symmetry in the imaginary part, then the corresponding FS co- 
efficients will be purely real: 

x( - t )  = x * ( t )  o Im[X(n)] = 0 (1.155) 

If and only if x(t) is (in general) complex with odd symmetry in the real part 
and even symmetry in the imaginary part, then the corresponding FS co- 
efficients will be purely imaginary: 

x(  - t )  = - [ x * ( t )  o Re[X(n)] = 0 (1.156) 

In terms of the amplitude and phase spectra, Eq. (1.153) means that for real 
signals, the amplitude spectrum will have even symmetry and the phase 
spectrum will have odd symmetry. If x( t )  is both real and even, then both 
(1.153) and (1.155) apply. In this special case, the FS coefficients will be both 
real and even symmetric. At first glance, it may appear that real even-sym- 
metric coefficients are in contradiction to the expected odd-symmetric phase 
spectrum; but in fact there is no contradiction. For all the positive real 
coefficients, the corresponding phase is of course zero. For each of the 
negative real coefficients, we can choose a phase value of either plus or minus 
180". By appropriate selection of positive and negative values, odd symmetry 
in the phase spectrum can be maintained. 

Fourier series of a square wave 

Consider the square wave shown in Fig. 1.11. The Fourier series representa- 
tion of this signal is given by 

m 

x ( t )  = C c, exp 
n =  -00 

(1.157) 
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Flgure 1.11 Square wave. 

tA 
T 

where c, = - sin( $) (1.158) 

Since the signal is both real and even symmetric, the FS coefficients are real 
and even symmetric as shown in Fig. 1.12. The corresponding magnitude 
spectrum will be even, as shown in Fig. 1 . 1 3 ~ .  Appropriate selection of f 180" 
values for the phase of negative coefficients will allow an  odd-symmetric 
phase spectrum to be plotted as in Fig. 1.13b. 
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(b) 

Figure 1.13 Fourier series (a) amplitude and (6) phase spectra for a square wave. 

Parseval’s theorem 

The average power (normalized for 1 a) of a real-valued periodic function of 
time can be obtained directly from the Fourier series coefficients by using 
Parseval’s theorem: 

1 P = 7 Jx(t)I2 dt 

00 00 

= c ( c n ( 2 = c ; +  1 1 /2 (2Cn(2  
n =  - w  n = l  

(1.159) 

1.9 Fourier Transform 

The Fourier transform is defined as 

(1.160) 
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or in terms of the radian frequency o = 2nf: 

X ( w )  = J:m x ( t )  e dt 

The inverse transform is defined as 

1 “  
X ( o )  eJ“‘ do - _  

- 2n 

(1.161) 

(1.162~) 

(1.162b) 

There are a number of different shorthand notations for indicating that x ( t )  
and X( f )  are related via the Fourier transform. Some of the more common 
notations include: 

X( f > = 9 [ W l  

x( t )  = 9 -“X( f)] 

(1.163) 

(1.164) 

x(t> G 3  W f )  (1.167) 

The notation used in (1.163) and (1.164) is easiest to typeset, while the 
notation of (1.167) is probably the most difficult. However, the notation of 
(1.167) is used in the classic work on fast Fourier transforms described by 
Brigham (1974). The notations of (1.165) and (1.166), while more difficult to 
typeset, offer the flexibility of changing the letters FT to FS, DFT, or DTFT 
to indicate, respectively, ‘‘Fourier series,” ‘‘discrete Fourier transform,’’ or 
~~~~~~~~~~-time Fourier transform” as is done in Roberts and Mullis (1987). 
(The latter two transforms will be discussed in Chap. 6.) The form used in 
(1.166) is perhaps best saved for tutorial situations (such as Rorabaugh 1986) 
where the distinction between the transform and inverse transform needs to 
be emphasized. Strictly speaking, the equality shown in (1.164) is incorrect, 
since the inverse transform of X( f )  is only guaranteed to approach x ( t )  in the 
sense of convergence in the mean. Nevertheless, the notation of Eq. (1.164) 
appears often throughout the engineering literature. Often the frequency 
domain function is written as X ( j w )  rather than X(w)  in order to facilitate 
comparison with the Laplace transform. We can write 

X (  jo) = J:m x ( t )  e -Jot dt (1.168) 

and realize that this is identical to the two-sided Laplace transform defined 
by Eq. (2.21) with jw substituted for s. A number of useful Fourier transform 
properties are listed in Table 1.5. 
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TABLE 1.5 Properties of the Fourier Transform 

Time function Transform 
Property x(t)  X ( f )  

d" 
4. Differentiation dt" x( t )  ( P f  1 "X(  f 1 

5. Integration 

6. Frequency shifting 

7. Sine modulation 

x ( t )  ds SI 
8. Cosine modulation x( t )  cos(2afot) 

9. Time shifting 

10. Time convolution 

11. Multiplication 

12. Time and frequency scaling x( : )  a > O  a X ( a f )  

13. Duality X( t )  x( -f 1 
14. Conjugation 

15. Real part 

Fourier transforms of periodic signals 

Often there is a requirement to analyze systems that include both periodic 
power signals and aperiodic energy signals. The mixing of Fourier transform 
results and Fourier series results implied by such an  analysis may be quite 
cumbersome. For the sake of convenience, the spectra of most periodic 
signals can be obtained as Fourier transforms that involve the Dirac delta 
function. When the spectrum of a periodic signal is determined via the 
Fourier series, the spectrum will consist of lines located at the fundamental 
frequency and its harmonics. When the spectrum of this same signal is 
obtained as a Fourier transform, the spectrum will consist of Dirac delta 
functions located at the fundamental frequency and its harmonics. Obvi- 
ously, these two different mathematical representations must be equivalent 
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in their physical significance. Specifically, consider a periodic signal x,(t) 
having a period of T. The Fourier series representation of xp(t)  is obtained 
from Eq. (1.143) as 

(1.169) 

We can then define a generating function x ( t )  that is equal to a single period 
of xp(t): 

T 
2 x , ( t )  Jtl 5 - 

(1.170) 

The periodic signal xp(t) can be expressed as an infinite summation of 
time-shifted copies of x ( t ) :  

i. elsewhere 
x ( t )  = 

00 

x,(t) = 1 x( t  - n T )  
n =  - m  

(1.171) 

The Fourier series coefficients cn appearing in (1.169) can be obtained as 

c, = T X ( ; )  1 
(1.172) 

where X ( f )  is the Fourier transform of r(t). Thus, the Fourier transform of 
x,(t) can be obtained as 

(1.173) 

Common Fourier transform pairs 

A number of frequently encountered Fourier transform pairs are listed in 
Table 1.6. Several of these pairs are actually obtained as Fourier transforms- 
in-the-limit. 

1.10 Spectral Density 

Energy spectral density 

The energy spectral density of an energy signal is defined as the squared 
magnitude of the signal’s Fourier transform: 

sew = IX(f)I2 (1.174) 

Analogous to the way in which Parseval’s theorem relates the Fourier series 
coefficients to the average power of a power signal, Rayleigh’s energy theorem 
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TABLE 1.6 Some Common Fourier Transform Pairs 

2 

3 W )  1 1 

4 t n  

7 e -%,(t) 

8 ul(t) e-n'sin o,t 

9 u l ( t )  e cos o,t 

10 
1 It1 5 %  
0 elsewhere 

1 

sine(') 

1 
j2n f  + a 

2nfo 
(a  + j 2n f ) '+  (2nf0)' 

a + i2nf 
(a + j 2n f  )' + ( 2 7 ~ f ~ ) ~  

sinc f 

1 IOII7l 

0 elsewhere 
sin nt - 

Kt 
sinc t 11 

-at) t > o  U 

elsewhere (a + j W ) '  

13 
2a 

a2  + 0' 

U 

(a  +j2nf )2  

2a 
a2+4n2 f2  

1 t > O  
1 - 2 signumt a 0 t = o  - 

io hf i -1 t<O 
14 

relates the Fourier transform to the total energy of an energy signal as 
follows: 

In many texts where x(t) is assumed to be real valued, the absolute-value 
signs are omitted from the first integrand in (1.175). In some texts (such as 
Kanefsky 1985), Eq. (1.175) is loosely referred to as "Parseval's theorem." 
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Power spectral density of a periodic signal 

The power spectral density (PSD) of a periodic signal is defined as the squared 
magnitude of the signal's line spectrum obtained via either a Fourier series 
or a Fourier transform with impulses. Using the Dirac delta notational 
conventions of the latter, the PSD is defined as 

(1.176) 

where T is the period of the signal x(t).  Parseval's theorem as given by Eq. 
(1.159) of Sec. 1.8 can be restated in the notation of Fourier transform spectra 
as 

1 "  P=- 1 lx(;)[ 
T2 n =  -" 

(1.177) 





Chapter 

Filter Fundamentals 

Digital filters are often based upon common analog filter functions. There- 
fore, a certain amount of background material concerning analog filters is a 
necessary foundation for the study of digital filters. This chapter reviews the 
essentials of analog system theory and filter characterization. Some common 
analog filter types-Butterworth, Chebyshev, elliptical, and Bessel-are 
given more detailed treatment in subsequent chapters. 

Within the context of signal processing, a system is something that accepts 
one or more input signals and operates upon them to produce one or more 
output signals. Filters, amplifiers, and digitizers are some of the systems used 
in various signal processing applications. When signals are represented as 
mathematical functions, it is convenient to represent systems as operators 
that operate upon input functions to produce output functions. Two alterna- 
tive notations for representing a system H with input x and output y are 
given in Eqs. (2.1) and (2.2). Note that x and y can each be scalar valued or 
vector valued. 

Y = H b l  (2.1) 

~ = H x  (2.2) 

This book uses the notation of Eq. (2.1) as this is less likely to be confused 
with multiplication of x by a value H. 

A system H can be represented pictorially in a flow diagram as shown in 
Fig. 2.1. For vector-valued x and y, the individual components are sometimes 
explicitly shown as in Fig. 2 . 2 ~  or lumped together as shown in Fig. 2.2b. 
Sometimes, in order to emphasize their vector nature, the input and output 
are drawn as in Fig. 2 . 2 ~ .  

35 
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1 I 

4 4 1 x-y ( C )  

Figure 2.1 Pictorial representation of a Flgure 2.2 Pictorial representation of a 
system. system with multiple inputs and out- 

puts. 

In different presentations of system theory, the notational schemes used 
exhibit some variation. The more precise treatments (such as Chen 1984) use 
x or x(.) to denote a function of time defined over the interval ( -  00, co). A 
function defined over a more restricted interval such as [to, t l )  would be 
denoted as x ( t o , t l ) .  The notation x ( t )  is reserved for denoting the value of x at 
time 2. Less precise treatments (such as Schwartz and Friedland 1965) use x(t) 
to denote both functions of time defined over ( - co, co) and the value of x at 
time t .  When not evident from context, words of explanation must be included 
to indicate which particular meaning is intended. Using the less precise 
notational scheme, (2.1) could be rewritten as 

While it appears that the precise notation should be the more desirable, the 
relaxed conventions exemplified by (2.3) are widespread in the literature. 

Linearity 

If the relaxed system H is homogeneous, multiplying the input by a constant 
gain is equivalent to multiplying the output by the same constant gain, and 
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Figure 2.3 Homogeneous system. 

the two configurations shown in Fig. 2.3 are equivalent. Mathematically 
stated, the relaxed system H is homogeneous if, for constant a, 

H[ax]  = a H [ x ]  (2.4) 

If the relaxed system H is additive, the output produced for the sum of two 
input signals is equal to the sum of the outputs produced for each input 
individually, and the two configurations shown in Fig. 2.4 are equivalent. 
Mathematically stated, the relaxed system H is additive if 

(2.5) 

A system that is both homogeneous and additive is said to ‘‘exhibit 
superposition” or to ‘‘satisfy the principle of superposition.” A system that 
exhibits superposition is called a linear system. Under certain restrictions, 
additivity implies homogeneity. Specifically, the fact that a system H is 
additive implies that 

H [ a x ]  = a H [ x ]  (2.6) 

for any rational a. Any real number can be approximated with arbitrary 
precision by a rational number; therefore, additivity impliies homogeneity for 
real a provided that 

lim H[ax]  = H [ a x ]  
a - a  

(2.7) 

Time invariance 

The characteristics of a time-invariant system do not change over time. A 
system is said to be relaxed if it is not still responding to any previously 
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u 
Figure 2.4 Additive system. 

applied input. Given a relaxed system H such that 

YO) = H W l  

then H is time invariant if and only if 

y(t - 5 )  = H[x(t - z)] 

for any 5 and any x(t). A time-invariant system is also called a fixed system or 
stationary system. A system that is not time invariant is called a time-varying 
system, variable system, or nonstationary system. 

Causality 

In a causal system, the output at time t can depend only upon the input a t  
times t and prior. Mathematically stated, a system H is causal if and only if 

H[x,(t)J = H[x,(t)J for t 5 to (2.10) 

given that 

xl ( t )  = xP(t)  for t I to 

A noncausal or anticipatory system is one in which the present output de- 
pends upon future values of the input. Noncausal systems occur in theory, 
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but they cannot exist in the real world. This is unfortunate, since we will 
often discover that some especially desirable frequency responses can be 
obtained only from noncausal systems. However, causal realizations can be 
created for noncausal systems in which the present output depends at  most 
upon past, present, and a finite extent of future inputs. In such cases, a 
causal realization is obtained by simply delaying the output of the system for 
a finite interval until all the required inputs have entered the system and are 
available for determination of the output. 

2.2 Characterization of Linear Systems 

A linear system can be characterized by a differential equation, step re- 
sponse, impulse response, complex-frequency-domain system function, or a 
transfer function. The relationships among these various characterizations 
are given in Table 2.1. 

Impulse response 

The impulse response of a system is the output response produced when a unit 
impulse d ( t )  is applied to the input of a previously relaxed system. This is an 
especially convenient characterization of a linear system, since the response 

TABLE 2.1 Relationships among Characterizations of Linear Systems 

Starting with Perform To obtain 

Time domain differential Laplace transform 
equation relating x( t )  
and y(t) 

Compute y(t)  for 
x(t) = unit impulse 

Complex-frequency-domain 
system function 

Impulse response h(t) 

Compute y( t )  for 
x( t )  = unit step 

Step response a(t) 

Step response a(t) 

Impulse response h(t) 

Differentiate with respect 
to time 

Impqlse response h(t) 

Integrate with respect 
to time 

Laplace transform Transfer function H(s) 

Step ,response a(t) 

Complex-frequencydomain Solve for 
system function 

Transfer function H(s) 

Transfer function H(s) Inverse Laplace transform Impulse response h(t) 
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y(t)  to any continuous-time input signal z(t) is given by 

(2.11) 

where h(t, T) denotes the system’s response at time t to an impulse applied at  
time T .  The integral in (2.11) is sometimes referred to  as the superposition 
integral. The particular notation used indicates that, in general, the system is 
time varying. For a time-invariant system, the impulse response a t  time t 
depends only upon the time delay from T to t ;  and we can redefine the impulse 
response to be a function of a single variable and denote it as h(t - T ) .  

Equation (2.11) then becomes 

(2.12) 

Via the simple change of variables A = t - T ,  Eq. (2.12) can be rewritten as 

y( t )  = x(t - A )  h(l)  d l  s_1 (2.13) 

If we assume that the input is zero for t < 0, the lower limit of integration can 
be changed to zero; and if we further assume that the system is causal, the 
upper limit of integration can be changed to  t ,  thus yielding 

y(t) = X ( T )  h(t - T )  dz = x(t - A) h(A) dA (2.14) 

The integrals in (2.14) are known as convolution integrals, and the equation 
indicates that  ‘‘y(t) equals the convolution of x(t)  and h(t).” It is often more 
compact and convenient to denote this relationship as 

sb sb 

Various texts use different symbols, such as stars or asterisks, in place of 0 
to indicate convolution. The asterisk is probably favored by most printers, 
but in some contexts its usage to indicate convolution could be confused with 
the complex conjugation operator. A typical system’s impulse response is 
sketched in Fig. 2.5. 

Step response 

The step response of a system is the output signal produced when a unit step 
u(t) is applied to the input of the previously relaxed system. Since the unit 
step is simply the time integration of a unit impulse, it can easily be shown 
that the step response of a system can be obtained by integrating the impulse 
response. A typical system’s step response is shown in Fig. 2.6. 
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Figure 2.6 Step response of a typical system. 

2.3 Laplace Transform 

The Laplace transform is a technique that is useful for transforming differen- 
tial equations into algebraic equations that can be more easily manipulated 
to obtain desired results. 

In most communications applications, the functions 04 interest will usually 
(but not always) be functions of time. The Laplace transform of a time 
function x ( t )  is usually denoted as X(s )  or 6P[x(t)]  and ib defined by 

X(s )  = Y [ x ( t ) ]  = x( t )  e-" dt SI: (2.16) 

The complex variable s is usually referred to as complex frequency and is of 
the form CT + jo, where CT and o are real variables sometimes referred to as 
neper frequency and radian frequency, respectively. The Laplace transform for 
a given function x(t) is obtained by simply evaluating the given integral. 
Some mathematics texts (such as Spiegel 1965) denote the time function with 
an uppercase letter and the frequency function with a lowercase letter. 
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However, the use of lowercase for time functions is almost universal within 
the engineering literature. 

If we transform both sides of a differential equation in t using the definition 
(2.16), we obtain an algebraic equation in s that can be solved for the desired 
quantity. The solved algebraic equation can then be transformed back into 
the time domain by using the inverse Laplace transform. 

The inverse Laplace transform is defined by 

x(t)  = 9 --'[X(s)] = - X(s)  est ds 
2nJ ' J  c (2.17) 

where C is a contour of integration chosen so as to include all singularities 
of X(s).  The inverse Laplace transform for a given function X(s)  can be 
obtained by evaluating the given integral. However, this integration is often 
a major chore-when tractable, it will usually involve application of the 
residue theorem from the theory of complex variables. Fortunately, in most 
cases of practical interest, direct evaluation of (2.16) and (2.17) can be 
avoided by using some well-known transform pairs, as listed in Table 2.2, 
along with a number of transform properties presented in Sec. 2.4. 

TABLE 2.2 Laplace Transform Pairs 

1 

2 

1 

4 t 

5 t n  

w 
6 sin wt 

s 2 + w 2  

S 
7 cos wt 

s 2 + w 2  

-at 8 
1 

s + u  

0 
9 e sin wt 

( S + U ) 2 + W 2  

s + u  
cos wt 10 -(It 

( s + a V + w 2  
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Example 2.1 

solutlon 

Find the Laplace transform of x(1) = e -a t .  

1 
s + a  

-- - 

Notice that this result agrees with entry 8 in Table 2.2. 

(2.18) 

(2.19) 

(2.20) 

Background 

The Laplace transform defined by Eq. (2.16) is more precisely referred to as 
the one-sided Laplace transform, and it is the form generally used for the 
analysis of causal systems and signals. There is also a two-sided transform 
that  is defined as 

2’11[x(t)] = j-1 x(t)  e dt (2.21) 

The Laplace transform is named for the French mathematician Pierre Simon 
de Laplace (174S1827). 

2.4 Properties of the Laplace Transform 

Some properties of the Laplace transform are listed in Table 2.3. These 
properties can be used in conjunction with the transform pairs presented in 
Table 2.2, to obtain most of the Laplace transforms that will ever be needed 
in practical engineering situations. Some of the entries in the table require 
further explanation, which is provided below. 

Time shifting 

Consider the function f ( t )  shown in Fig. 2 . 7 ~ .  The function has nonzero 
values for t < 0, but since the one-sided Laplace transform integrates only 
over positive time, these values for t < 0 have no impact an the evaluation of 
the transform. If we now shift f ( t )  to the right by T units as shown in Fig. 2.7b, 
some of the nonzero values from the left of the origin will be moved to the 
right of the origin, where they will be included in thq evaluation of the 
transform. The Laplace transform’s properties with regard to a time-shift 
right must be stated in such a way that these previously unincluded values 
will not be included in the transform of the shifted functiPn either. This can 
be easily accomplished through multiplying the shifted function f ( t  - T )  by a 
shifted unit step function ul(t  - z) as shown in Fig. 2.7~. Thus we have 

9 [ u l ( t  - z ) f ( t  - z)] = e-rs F(s) a > 0 (2.22) 



44 Chapter Two 

TABLE 2.3 Properties of the Laplace Transform 

Property Time function Transform 

1. Homogeneity 

2. Additivity 

3. Linearity 

4. First derivative 

5. Second derivative 

6. k th derivative 

7. Integration 

8. Frequency shift 

9. Time shift right 

10. Time shift left 

11. Convolution 

12. Multiplication 

d - f ( t )  dt 

FO -t (flm f(T) d r )  
1 = 0  8 . 9  

S 

X(s  + a) 
e-..F(s) a > O  

ers F(s) 

Y(s) = H(s) X(s)  

F(s - r)  C(r) dr 

6, < c < 0 - 0, 

Notes; f'*)(t) denotes the kth derivative of f(t).  f(*)(t) = f(t). 

Consider now the case when f ( t )  is shifted to the right. Such a shift will move 
a portion of f ( t )  from positive time, where it is included in the transform 
evaluation, into negative time, where it will not be included in the transform 
evaluation. The Laplace transform's properties with regard to a time shift left 
must be stated in such a way that all included values from the unshifted 
function will likewise be included in the transform of the shifted function. 
This can be accomplished by requiring that the original function be equal to 
zero for all values of t from zero to T? if a shift to the left by o units is to be 
made. Thus for a shift left by o units 

9 [ f ( t  + o)] = F(s) ere if f ( t )  = 0 for 0 < t < o (2.23) 

Multiplication 

Consider the product of two time functions f( t)  and g(t). The transform of the 
product will equal the complex convolution of F(s) and G(s) in the frequency 



Filter Fundamentals 45 

(b) f ( t - r )  

T 

1 I 

r 
t 

Figure 2.7 Signals for explanation of the Laplace transform’s “time-shift-right” 
property. 

domain. 

=a f ( t )  &)I = - J F(s - r )  G(F)  dr og < c < (T - af (2.24) 
2 X J  c - j m  

2.5 Transfer Functions 

The transfer function H(s) of a system is equal to the Laplace transform of the 
output signal divided by the Laplace transform of the input signal: 

It can be shown that the transfer function is 
transform of the system’s impulse response: 

H(4 = 9“t)l  

(2.25) 

also equal to the Laplace 

(2.26) 



46 Chapter Two 

Therefore, y(t) = 2 -1{H(s)9[x(t)l 1 (2.27) 

Equation (2.27) presents an  alternative to the convolution defined by Eq. 
(2.14) for obtaining a system’s response y ( t )  to any input x( t ) ,  given the 
impulse response h(t). Simply perform the following steps: 

1. Compute H(s)  as the Laplace transform of h(t). 
2. Compute X(s )  as the Laplace transform of x(t). 

3. Compute Y(s) as the product of H(s)  and X(s). 
4. Compute y( t )  as the inverse Laplace transform of Y(s). (The Heaviside 

expansion presented in Sec. 2.6 is a convenient technique for performing 
the inverse transform operation.) 

A transfer function defined as in (2.25) can be put into the form 

(2.28) 

where P(s) and &(s) are polynomials in s. For H(s) to be stable and realiz- 
able in the form of a lumped-parameter network, it can be shown (Van 
Valkenburg 1974) that all of the coefficients in the polynomials P(s) and Q(s) 
must be real. Furthermore, all of the coefficients in Q(s) must be positive. 
The polynomial &(s) must have a nonzero term for each degree of s from the 
highest to the lowest, unless all even-degree terms or all odd-degree terms 
are missing. If H(s) is a voltage ratio or current ratio (that is, the input and 
output are either both voltages or both currents), the maximum degree of s 
in P(s) cannot exceed the maximum degree of s in &(s). If H(s) is a transfer 
impedance (that is, the input is a current and the output is a voltage) or a 
transfer admittance (that is, the input is a voltage and the output is a 
current), then the maximum degree of s in P(s) can exceed the maximum 
degree of s in &(s) by at most 1. Note that these are only upper limits on the 
degree of s in P(s); in either case, the maximum degree of s in P(s) may be 
as small as zero. Also note that these are necessary but not sufficient 
conditions for H(s) to be a valid transfer function. A candidate H(s) satisfy- 
ing all of these conditions may still not be realizable as a lumped-parameter 
network. 

Example 2.2 Consider the following alleged transfer functions: 

s 2 - 2 s + 1  
s3 - 3s2 + 3s + 1 HI(S) = 

s4+2s3+2s2-39  + 1  
s3 + 3sz f 3s + 2 

= 

(2.29) 

(2.30) 

(2.31) 
s 2 - 2 s + 1  
s3 + 3s2 + 1 H3@) = 
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TABLE 2.4 System Characterizations Obtained from the Transfer Function 

Starting with Perform To obtain 

Transfer function H(s)  Compute roots of H(s) denominator Pole locations 

Zero locations 

Magnitude response A ( o )  

Phase response O(w) 

Compute roots of H(s)  numerator 

Compute IH( j w ) ]  over all w 

Compute arg[H( jo)] over all o 

Phase response O(w) Divide by w Phase delay T ~ ( w )  

Differentiate with respect to w Group delay TJW) 

Equation (2.29) is not acceptable because the coefficient of s2  in the denominator is 
negative. If Eq. (2.30) is intended as a voltage- or current-transfer ratio, it is not 
acceptable because the degree of the numerator exceeds the degree of the denominator. 
However, if Eq. (2.30) represents a transfer impedance or transfer admittance, it  may be 
valid since the degree of the numerator exceeds the degree of the denominator by just 1. 
Equation (2.31) is not acceptable because the term for s is missing from the denominator. 

A system’s transfer function can be manipulated to provide a number of 
useful characterizations of the system’s behavior. These characterizations 
are listed in Table 2.4 and examined in more detail in subsequent sections. 

Some authors, such as Van Valkenburg (1974), use the term ‘‘network 
function” in place of ‘‘transfer function.” 

2.6 Heaviside Expansion 

The Heaviside expansion provides a straightforward computational method 
for obtaining the inverse Laplace transform of certain types of complex- 
frequency functions. The function to be inverse-transformed must be ex- 
pressed as a ratio of polynomials in s, where the order of the denominator 
polynomial exceeds the order of the numerator polynomial. If 

(2.32) 

lz 

where Q(s) = n ( s  - S k ) r n k  = ( s  - S , ) ~ ~ ( S  - S , ) ~ Z .  . . ( s  - sJmn 

then inverse transformation via the Heaviside expansion yields 

(2.33) 
k = l  

n rn. 

1 8 = sy. 

( S  - sr)mrP(s) 1 d k - 1  

(k - l)!(mr - k)! dskl[ Q(s) 
where Krk = 

(2.34) 

(2.35) 

A method for computing the derivative in (2.35) can be found in Section 1.4. 
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Simple pole case 

The complexity of the expansion is significantly reduced for the case of Q(s) 
having no repeated roots. The denominator of (2.32) is then given by 

Inverse transformation via the Heaviside expansion then yields 

(2.37) 

(2.38) 

The Heaviside expansion is named for Oliver Heaviside (1850-1925), an 
English physicist and electrical engineer who was the nephew of Charles 
Wheatstone (as in Wheatstone bridge). 

2.7 Poles and Zeros 

As pointed out previously, the transfer function for a realizable linear 
time-invariant system can always be expressed as a ratio of polynomials in s:  

(2.39) 

The numerator and denominator can each be factored to yield 

(s  - ZJS - zp)(s - z3)  . . . ( s  - 2,) 

( s  - P a s  - P 2 X S  - P3) . . . (s - P , )  
H(s)  = Ho (2.40) 

Where the roots z, ,  z 2 , .  . . , z, of the numerator are called zeros of the 
transfer function, and the roots p l , p z , .  . . , p n  of the denominator are called 
poles of the transfer function. Together, poles and zeros can be collectively 
referred to as critical frequencies. Each factor (s  - z , )  is called a zero factor, 
and each factor ( s  - p , )  is called a pole factor. A repeated zero appearing n 
times is called either an nth-order zero or a zero of multiplicity n. Likewise, 
a repeated pole appearing n times is called either an nth-order pole or a pole 
of multiplicity n. Nonrepeated poles or zeros are sometimes described as 
simple or distinct to emphasize their nonrepeated nature. 

Example 2.3 Consider the transfer function given by 

s3+5s2+8s + 4  
s3 + 13s2+ 59s + 87 

H(s) = (2.41) 



The numerator and denominator can be factored to yield 

2 
" r m .  

(s + 21% + 1) 
( s  + 5 + 2 j ) ( S  + 5 - 2 j ) (s  + 3) 

H(s) = - 

-4 -3 -2 - 1  
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(2.42) 

I 2 3 4  

Examination of (2.42) reveals that 

s = -1 is a simple zero 

s = -2 is a second-order zero 

s = - 5  + 2; is a simple pole 

s = -5  - 2; is a simple pole 

s = -3  is a simple pole 

A system's poles and zeros can be depicted graphically as locations in a 
complex plane as shown in Fig. 2.8. In mathematics, the complex plane itself 
is called the gaussian plane, while a plot depicting complex values as points 
in the plane is called an Argand diagram or a Wessel-Argand-Gaussian 
diagram. In the 1798 transactions of the Danish academy, Caspar Wessel 
(174S1818) published a technique for graphical representation of complex 
numbers, and Jean Robert Argand published a similar technique in 1806. 
Geometric interpretation of complex numbers played a central role in the 
doctoral thesis of Gauss. 

Pole locations can provide convenient indications of a system's behavior as 
indicated in Table 2.5. Furthermore, poles and zeros possess the following 
properties that can sometimes be used to expedite the analysis of a system: 

1. For real H(s), complex or imaginary poles and zeros will each occur in 
complex conjugate pairs that are symmetric about the 0 axis. 

-1  

I.-.- -2 

0 = zero 

x =  pole 
- 3  

t - '  
Figure 2.8 Plot of pole and zero locations. 
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TABLE 2.5 Impact of Pole Locations upon System Behavlor 

Corresponding 
Corresponding natural description of system 

Pole type response component behavior 

Single real, negative Decaying exponential Stable 

Single real, positive Divergent exponential Divergent instability 

Real pair, negative, unequal Decaying exponential Overdamped (stable) 

Real pair, negative equal Decaying exponential Critically damped (stable) 

Complex conjugate pair Exponentially decaying Underdamped (stable) 
with negative real parts sinusoid 

Complex conjugate pair 
with zero real parts 

Sinus o i d Undamped (marginally 
stable) 

Complex conjugate pair Exponentially saturating Oscillatory instability 
with positive real parts sinusoid 

2. For H(s) having even symmetry, the poles and zeros will exhibit symmetry 

3. For nonnegative H(s), any zeros on the jo axis will occur in pairs. 

In many situations, it is necessary to determine the poles of a given transfer 
function. For some systems, such as Chebyshev filters or Butterworth filters, 
explicit expressions have been found for evaluation of pole locations. For 
other systems, such as Bessel filters, the poles must be found by numerically 
solving for the roots of the transfer function’s denominator polynomial. 
Several root-finding algorithms appear in the literature, but I have found the 
Luguerre method to be the most useful for approximating pole locations. The 
approximate roots can be subjected to small-step iterative refinement or 
polishing as needed. 

about the j w  axis. 

Algorithm 2.1 
root of a polynomial P(z) 

Step I .  Set z equal to an initial guess for the value of a root. Typically, z is 
set to zero so that the smallest root will tend to be found first. 

Step 2. Evaluate the polynomial P(z) and its first two derivatives P’(z) and 
P”(z) at  the current value of z. 

Step 3. If P(z) evaluates to zero or to within some predefined epsilon of zero, 
exit with the current value of z as the root. Otherwise, continue on to step 4. 

Step 4. Compute a correction term Az, using 

Laguerre method for approximating one 

N 
F f ,/(N - l)(NG - G2)  

AZ = 
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where F P'(z)/P(z), G 4 F 2  - P"(z)/P(z), and the sign in the denominator is 
taken so as to minimize the magnitude of the correction (or, equivalently, so 
as to  maximize the denominator). 

Step 5. If the correction term Az has a magnitude smaller than some 
specified fraction of the magnitude of z, then take z as the value of the root 
and terminate the algorithm. 

Step 6. If the algorithm has been running for a while (let's say six itera- 
tions) and the correction value has gotten bigger since the previous iteration, 
then take z as the value of the root and terminate the algorithm. 

Step 7. If the algorithm was not terminated in step 3, 5, or 6, then subtract 

A C routine laguerreMethod( ) that implements Algorithm 2.1 is pro- 
Az from z and go back to step 2. 

vided in Listing 2.1. 

2.8 Magnitude, Phase, and Delay Responses 

A system's steady-state response H( j w )  can be determined by evaluating the 
transfer function H(s) at  s = j w :  

The magnitude response is simply the magnitude of H( jo): 

It can be shown that 

If H(s) is available in factored form as given by 

( s  - zl)(s - z2)(s - z3)  ' ' . ( s  - Z * )  

( s  - P l ) @  - P 2 N S  - P3) . ' . (s - Ph)  
H(s)  = H, (2.46) 

then the magnitude response can be obtained by replacing each factor with 
its absolute value evaluated a t  s = j w :  

The phase response Q(w) is given by 

(2.48) 
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Phase delay 

The phase delay z,,(o) of a system is defined as 

(2.49) 

where O(w) is the phase response defined in Eq. (2.48). When evaluated at any 
specific frequency o,, Eq. (2.49) will yield the time delay experienced by a 
sinusoid of frequency o passing through the system. Some authors define 
z p ( u )  without the minus sign shown on the right-hand side of (2.49). As 
illustrated in Fig. 2.9, the phase delay at a frequency col is equal to the 
negative slope of a secant drawn from the origin to the phase response curve 
at  wl. 

Group delay 

The group delay zg(o) of a system is defined as 

(2.50) 
- d  

tg(o) = - e(o) 
dt 

where O(w) is the phase response defined in (2.48). In the case of a modulated 
carrier passing through the system, the modulation envelope will be delayed 
by an amount that is in general not equal to the delay z p ( o )  experienced by 
the carrier. If the system exhibits constant group delay over the entire 
bandwidth of the modulated signal, then the envelope will be delayed by an 
amount equal to zg. If the group delay is not constant over the entire 
bandwidth of the signal, the envelope will be distorted. As shown in Fig. 2.10, 
the group delay at a frequency o1 is equal to the negative slope of a tangent 
to the phase response a t  ol. 

Assuming that the phase response of a system is sufficiently smooth, it can 
be approximated as 

e(w + 0,) = zpoc  + zgac (2.51) 
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* "  

Figure 2.10 Group delay. 

If an input signal x(t) = a(t) cos w,t is applied to a system for which (2.51) 
holds, the output response will be given by 

y(t) = Ka(t - zg) cos[w,(t - z,)] (2.52) 

Since the envelope a(t) is delayed by zg, the group delay is also called the 
envelope delay. Likewise, since the carrier is delayed by z,, the phase delay is 
also called the carrier delay. 

2.9 Filter Fundamentals 

Ideal filters would have rectangular magnitude responses as shown in Fig. 
2.11. The desired frequencies are passed with no attenuation, while the 
undesired frequencies are completely blocked. If such filters could be imple- 
mented, they would enjoy widespread use. Unfortunately, ideal filters are 
noncausal and therefore not realizable, However, there are practical filter 
designs that approximate the ideal filter characteristics and which are 
realizable. Each of the major types-Butterworth, Chebyshev, and Bessel- 
optimizes a different aspect of the approximation. 

Magnitude response features of lowpass filters 

The magnitude response of a practical lowpass filter will usually have one of 
the four general shapes shown in Figs. 2.12 through 2.15. Xn all four cases the 
filter characteristics divide the spectrum into three general regions as shown. 
The pass band extends from direct current up to the cutoff frequency 0,. The 
transition band extends from w, up to the beginning of the stop band at  wlr  
and the stop band extends upward from w1 to infinity. The cutoff frequency w, 
is the frequency at  which the amplitude response falls to a specified fraction 
(usually -3  dB, sometimes - 1 dB) of the peak pass-band values. Defining the 
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Fiaun 2.11 Ideal filter re- 
sponses: (a) lowpass, (b) high- 
pass, (c) bandpass, and ( d )  
bandstop. 
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Fbure 212 Monotonic magnitude response of a practical lowpass 
filter: (a) pass band, ( b )  stop band, and (c) transition band. 
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Flgure 2.13 Magnitude response of a practical lowpass filter with 
ripples in the pass band: (a)  pass band, ( b )  stop band, and (c) 
transition band. 

............................ 

............................ 

frequency wl which marks the beginning of the stop band is not quite so 
straightforward. In Fig. 2.12 or 2.13 there really isn't any particular feature 
that indicates just where w1 should be located. The usual approach involves 
specifying a minimum stop-band loss cx2 (or conversely a maximum stop-band 
amplitude A,) and then defining w1 as the lowest frequency at  which the loss 
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A*  .................................................. 
0 wc w1 

Figure 2.15 Magnitude response of a practical lowpass filter with 
ripples in the pass band and stop band: (a) pass band, (b) stop band, 
and (c) transition band. 

exceeds and subsequently continues to exceed uz.  The width W ,  of the 
transition band is equal to w, - ol. The quantity WT/o, is sometimes called 
the normalized transition width. In the case of response shapes like those 
shown in Figs. 2.14 and 2.15, the minimum stop-band loss is clearly defined by 
the peaks of the stop-band ripples. 

Scaling of lowpass filter responses 

In plots of practical filter responses, the frequency axes are almost univer- 
sally plotted on logarithmic scales. Magnitude response curves for lowpass 
filters are scaled so that the cutoff frequency occurs a t  a convenient fre- 
quency such as 1 rad/s (radian per second), 1 Hz, or 1 kHz. A single set of 
such normalized curves can then be denormalized to fit any particular cutoff 
requirement . 

Transfer functions. For common filter types such as Butterworth, Chebyshev, 
and Bessel, transfer functions are usually presented in a scaled form such 
that w, = 1. Given such a response normalized for w, = 1, we can scale the 
transfer function to yield the corresponding response for w, = a .  If the 
normalized response for w, = 1 is given by 
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then the corresponding response for o, = 01 is given by 

K rI:= 1 (s - CIZ, ) 
H A S )  = CI(m - n)  W = , ( S  - w , )  

Magnitude scaling. The vertical axes of a filter's magnitude response can be 
presented in several different forms. In theoretical presentations, the magni- 
tude response is often plotted on a linear scale. In practical design situations it 
is convenient to work with plots of attenuation in decibels using a high-resolu- 
tion linear scale in the pass band and a lower-resolution linear scale in the 
stop band. This allows details of the pass-band response to be shown as well as 
large attenuation values deep into the stop band. In nearly all cases, the data 
are normalized to present a 0-dB attenuation at  the peak of the pass band. 

Phase response. The phase response is plotted as a phase angle in degrees or 
radians versus frequency. By adding or subtracting the appropriate number 
of full-cycle offsets (that is, 2n rad or 360"), the phase response can be 
presented either as a single curve extending over several full cycles (Fig. 
2.16) or as an equivalent set of curves, each extending over a single cycle 
(Fig. 2.17). Phase calculations will usually yield results confined to a single 
2n cycle. Listing 2.2 contains a C function, unwrapphase( ), that can be 
used to convert such data into the multicycle form of Fig. 2.16. 

Step response. Normalized step response plots are obtained by computing the 
step response from the normalized transfer function. The inherent scaling of 
the time axis will thus depend upon the transient characteristics of the 
normalized filter. The amplitude axis scaling is not dependent upon normal- 

-90" 
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Figure 2.18 Phase response extending over multiple cycles. 
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Figure 2.17 Phase response confined to a single-cycle range. 

ization. The usual lowpass presentation will require that the response be 
denormalized by dividing the frequency axis by some form of the cutoff 
frequency. 

Impulse response. Normalized impulse response plots are obtained by comput- 
ing the impulse response from the normalized-transfer function. Since an 
impulse response will always have an area of unity, both the time axis and 
the amplitude axis will exhibit inherent scaling that depends upon the 
transient characteristics of the normalized filter. The usual lowpass presenta- 
tion will require that the response be denormalized by multiplying the 
amplitude by some form of the cutoff frequency and dividing the time axis by 
the same factor. 

Highpass filters 

Highpass filters are usually designed via transformation of lowpass designs. 
Normalized lowpass-transfer functions can be converted into corresponding 
highpass-transfer functions by simply replacing each occurrence of s with l/s. 
This will cause the magnitude response to be “flipped” around a line at  f, as 
shown in Fig. 2.18. (Note that this flip works only when the frequency is 
plotted on a logarithmic scale.) Rather than actually trying to draw a flipped 
response curve, it is much simpler to take the reciprocals of all the important 
frequencies for the highpass filter in question and then read the appropriate 
response directly from the lowpass curves. 

Bandpass filters 

Bandpass filters are classified as wide band or narrow band based upon the 
relative width of their pass bands. Different methods are used for obtaining 
the transfer function for each type. 

Wide-band bandpass filters. Wide-band bandpass filters can be realized by 
cascading a lowpass filter and a highpass filter. This approach will be 
acceptable as long as the bandpass filters used exhibit relatively sharp 
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Figure 2.18 Relationship between lowpass and highpass magnitude 
responses: (a) lowpass response and (b)  highpass response. 

transitions from the pass band to cutoff. Relatively narrow bandwidths 
and/or gradual rolloffs that begin within the pass band can cause a signifi- 
cant center-band loss as shown in Fig. 2.19. In situations where such losses 
are unacceptable, other bandpass filter realizations must be used. A general 
rule of thumb is to use narrow-band techniques for pass bands that are an 
octave or smaller. 

Narrow-band bandpass filters. A normalized lowpass filter can be converted into 
a normalized narrow-band bandpass filter by substituting [s - (l/s)] for s in 

0 

Flgure 2.19 Center-band loss in a bandpass filter realized by cascad- 
ing lowpass and highpass filters: (a) lowpass response, ( b )  highpass 
response, (c) pass band of BPF, and ( d )  center-band loss. 
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Figure 2.20 Relationship between lowpass and bandpass magnitude 
responses: (a) normalized lowpass response and (6)  normalized band- 
pass response. 

: t  
1 

........ - ........ 
Flgure 2.21 Relationship between lowpass and band-stop magnitude 
responses: (a) normalized lowpass response and (6)  normalized band- 
stop response. 
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the lowpass-transfer function. The center frequency of the resulting bandpass 
filter will be a t  the cutoff frequency of the original lowpass filter, and the 
pass band will be symmetric about the center frequency when plotted on a 
logarithmic frequency scale. At any particular attenuation level, the band- 
width of the bandpass filter will equal the frequency at which the lowpass 
filter exhibits the same attenuation (see Fig. 2.20). This particular bandpass 
transformation preserves the magnitude response shape of the lowpass proto- 
type but distorts the transient responses. 

Bandstop filters. A normalized lowpass filter can be converted into a normal- 
ized bandstop filter by substituting s/(s2 - 1) for s in the lowpass-transfer 
function. The center frequency of the resulting bandstop filter will be at the 
cutoff frequency of the original lowpass filter, and the stop band will be 
symmetrical about the center frequency when plotted on a logarithmic 
frequency scale. At any particular attenuation level, the width of the stop 
band will be equal to the reciprocal of the frequency at which the lowpass 
filter exhibits the same attenuation (see Fig. 2.21). 
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Listing 2.1 laguerreMethod( ) 
/ssss*ssss*s*ssssssssss*m*ssssssssssssmmmss:sssssss/ 
/* */ 

/* */ 

/* */ 
~sssss~sss~m~ss:~sss*******************~s~sssm~s~~~~ 
t i  nc lude "g IobDefs I h" 
8 include "protos. h "  
cx te rn  FILE * f p t r ;  

/* L i s t i n g  2.1 */ 

/* lagucrrenet hod() */ 

int laguerreflet hod( 
i n t  order, 
s t  ruct conp I ex coe f [ 1, 
s t r u c t  complex *ZL, 
rea 1 epsi Ion, 
r m  I eps i lon2, 
i n t  naxI terat  ions) 

{ 
int i t e r a t i o n ,  j ;  
s t r u c t  complex d2P-dz2, dP-dr, P, f, g, fSqrd, rad ica l ,  c rork ;  
s t r u c t  complex L, fPlusRad, fIlinusRad, delta2; 
r e a l  er ror ,  magi', oldflagZ, fwork; 
double ddl, dd2; 

L - *zr; 
oldnag2 - cflbslz); 

for( i t e r a t  ion-i ;  i t e r a t  ion<=aoxIterat ions; i t e ra t i on++)  
t 
d2P-dr2 = cmplx(8.8, 8.8);  
dP-dz - cmplx(8.8, 8.8); 
P - coef[ordsr];  
e r r o r  = cRbs(P); 
nogZ - cflbs(z); 

f o r (  j-order-1; j M ;  j--) 
{ 
d2P-dr2 - cRdd(dP-dz, c f lu l t  ( 2 ,  d2P-dr2)); 
dP-dz = cRdd( P, cIluIt(dP-dz,z)); 
w o r k  = c h l t ( P , z ) ;  
P = cRdd( coef [ j ] ,  c f lu l t (P, r ) ) ;  
e r r o r  = cflbs(P) + mag2 * e r ro r ;  
1 

erpor = epsi Ion2 * e r ro r ;  
d2P-dr2 = sllult(2.B, d2P-dz2); 
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i f (  cflbs(P) e r r o r )  
I 
*zz = 2 ;  

r e t u r n  1 ; 
I 

f = cDiuI  ciP-dz,P); 
fSqrd = c f l u l t (  f ,  f j ;  
9 = cSub( fSqrd, c l l i v r  d2P-dz2,P)); 
r a d i c a l  = cSuh( d l u l t i  ( rea l )o rde r ,  CJ), fSqrd); 
fwork = ( r e o I ) ( o r d e r - l j ;  
r a d i c a l  = cSqrt( s f l u l t l f un rk ,  r a d i c a l ) ) ;  
fPlusRad = cfldd(f, r a d i c a l ) ;  
ffiinusRad = cSub( f ,  r a d i c a l ) ;  
i f (  (cRbs(fP1usRad)) > (cflbsiff l inusRad)) 

I 
de l ta2  = cDiu( cnplx( ( r e a l j o r d e r ,  @.@), fPlusRod); 
1 

I 

I 

e lse  

de l ta2  = cDiu( cnplx( ( rca l )order ,  6.61 ,  fflinusRad); 

z - cSub(z,deltaZ); 
i f (  ( i t e r a t i o n  > 6) &g (cRbs(deltaZ) > oldllagZ) 

I 
*zz = z; 
r e t u r n  2; 
1 

i f (  cf lbs(delta2) < ( eps i lon * c f l b s ( r ) ) )  
{ 
*LL = 2 ;  

r e t u r n  3; 
I 

I 
f p r i n t  f( fptr, 'Laguerre method f a i l e d  t o  converge \n") ;  
r e t u r n  - 1  ; 
1 



64 Chapter Two 

Listing 2.2 unwrapphase( ) 
/*n****************m***5**y********/ 

I* * /  
/* Listing 2.2 *,i 

/* &i 
/* unrrapPhase() */ 
/* */ 
/*******************my**************/ 

i nc Lude math . h >  

uo i d unmrapPhose( i nt i x ,  
real *phase) 

t 
stat ic real ha I fCircle@f fset; 
static real oldphase; 

i f (  i x s = @ )  
I 
ha I fCirc le@f fset = 8 . 8 ,  
oldphase = *phase, 
1 

I 
*phase = *phase + halfCircle0ffsct; 
if( fabs(o1dPhase - *phase) ) (doublc)9@.@) 

e lse  

I 
i f ( 0  ldPhase *phase) 

*phase = *phase - 368.8; 
holfCircIeOffset = halfCircleOffset - 368.8; 
1 

f 
*phase = *phase + 368.8; 
ha I f C  i rc IeO f fset = ha I f C  i r c  leO f fset + 368.8; 
1 

oldphase = *phase; 

e lse  

1 
return; 
1 
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Butterworth Filters 

Butterworth lowpass filters (LPF) are designed to have an amplitude re- 
sponse characteristic that is as flat as possible a t  low frequencies and that is 
monotonically decreasing with increasing frequency. 

3.1 Transfer Function 

The general expression for the transfer function of an nth-order Butterworth 
lowpass filter is given by 

1 - - 1 
H(s) = n;= 1 (s  - si ) (s - sl)(s - s,) . . . (s - s,) 

Example 3.1 
filter. 

aolution The third-order transfer function will have the form 

Determine the transfer function for a lowpass third-order 

1 
H(s) = 

(s -SINS - S A S  - S3) 

The values for sl, s2 ,  and s3 are obtained from Eq. (3.2): 

s, = cosr;) + j sin($) = -0.5 + 0.866j 

(3.1) 

(3.2) 

Butterworth 

sg =cos - + J  sin - = -0.5 -0.866j (43n) . ' r:) 
65 
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Thus, 
1 

( S  + 0.5 - 0.866j)(~ + l ) ( ~  + 0.5 + 0.866j) 

s3 + 2s2+ 2s + 1 

H(s)  = 

1 - - 

The form of Eq. (3.1) indicates that an nth-order Butterworth filter will 
always have n poles and no finite zeros. Also true, but not quite so obvious, 
is the fact that these poles lie a t  equally spaced points on the left half of a 
circle in the s plane. As shown in Fig. 3.1 for the third-order case, any 
odd-order Butterworth LPF will have one real pole a t  s = -1, and all 
remaining poles will occur in complex conjugate pairs. As shown in Fig. 3.2 
for the fourth-order case, the poles of any even-order Butterworth LPF will 
all occur in complex conjugate pairs. Pole values for orders 2 through 8 are 
listed in Table 3.1. 

3.2 Frequency Response 

A C function, butterworthFreqResponse( ), for generating Butterworth 
frequency response data is provided in Listing 3.1. Figures 3.3 through 3.5 

Figure 3.1 Pole locations for a 
third-order Butterworth LPF. 
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TABLE 3.1 Poles of Lowpass Butterworth Filters 

n Pole values 

2 -0.707107 k 0.707107j 

3 - 1.0 
-0.5 k 0.866025j 

4 -0.382683 f 0.923880j 
-0.923880 k 0.382683j 

5 - 1.0 
-0.809017 k 0.5877851’ 
-0.309017 + 0.951057j 

6 -0.258819 k 0.965926j 
-0.707107 0.7071071’ 
-0.965926 4 0.258819j 

-0.900969 f 0.4338841’ 
-0.623490 5 0.781831j 
-0.222521 0.9749283’ 

8 -0.195090 f 0.980785j 
-0.555570 0.8314703’ 
-0.831470 f 0.5555703’ 
-0.980785 k 0.195090j 

7 - 1.0 

0 

-0.5 

._ $ -1.5 
& 
E 

-2.0 

-2.5 

-3.0 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 1 

frequency 

Flgure 3.3 Pass-band amplitude response for lowpass Butterworth filters of orders 1 
through 6. 
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Figure 3.4 Stop-band amplitude response for lowpass Butterworth filters of orders 
1 through 6. 

show, respectively, the pass-band magnitude response, the stop-band magni- 
tude response, and the phase response for Butterworth filters of various 
orders. These plots are normalized for a cutoff frequency of 1 Hz. To denor- 
malize them, simply multiply the frequency axis by the desired cutoff fre- 
quency f,. 
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Figure 3.5 Phase response for lowpass Butterworth filters of orders 1 through 6. 
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Example 3.2 Use Figs. 3.4 and 3.5 to determine the magnitude and phase response at 
800 Hz of a sixth-order Butterworth lowpass filter having a cutoff frequency of 400 Hz. 

solution By setting f, = 400, the n = 6 response of Fig. 3.4 is denormalized to obtain the 
response shown in Fig. 3.6. This plot shows that the magnitude at 800Hz is approxi- 
mately - 36 dB. The corresponding response calculated by butterworthFreqRe- 
sponse( ) is - 36.12466 dB. Likewise, the n = 6 response of Fig. 3.5 is denormalized to 
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Flgure 3.6 Denormalized amplitude response for Example 3.2. 
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Figure 3.7 Denormalized phase response for Example 3.2. 
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obtain the response shown in Fig. 3.7. This plot shows that the phase response at 800 Hz 
is approximately -425". The corresponding value calculated by butterworthFreqRe- 
sponse( ) is -65.474", which "unwraps" to -425.474". 

3.3 
Butterworth Filters 

Usually in the real world, the order of the desired filter is not given as in 
Example 3.2, but instead the order must be chosen based on the required 
performance of the filter. For lowpass Butterworth filters, the minimum order 
n that will ensure a magnitude of A ,  or lower a t  all frequencies a, and above 
can be obtained by using 

Determination of Minimum Order for 

(3.3) 

where w, = 3-dB frequency 
w1 = frequency at which the magnitude response first falls below A,  

(Note: The value of A ,  is assumed to be in decibels. The value will be 
negative, thus canceling the minus sign in the numerator exponent.) 

3.4 

To obtain the impulse response for an nth-order Butterworth filter, we need 
to take the inverse Laplace transform of the transfer function. Application of 
the Heaviside expansion to Eq. (3.1) produces 

Impulse Response of Butterworth Filters 

n 

(3.4) 

The values of both K, and s, are, in general, complex, but for the lowpass 
Butterworth case all the complex pole values occur in complex conjugate 
pairs. When the order n is even, this will allow Eq. (3.4) to be put in the form 

n / 2  

h(t) = [2 Re(K,) e"rt cos(wrt) - 2 Im(K,) e"rt sin(o,t)] (3.5) 
r =  1 

where sr = 0,. + jwr and the roots s, are numbered such that for r = 1,2,  . . . , 
n/2 the s, lie in the same quadrant of the s plane. [This last restriction 
prevents two members of the same complex conjugate pair from being used 
independently in evaluation of (3.5).] When the order n is odd, Eq. (3.4) can 
be put into the form 

(n  - 1) /2  

h(t) = K e - t  + C [2 Re(&) e " r t  cos(o,t) - 2 Im(K,) e"rt sin(w,t)] (3.6) 
r =  1 
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where no two of the roots s,, r = 1 , 2 , .  . . , (n - 1)/2 form a complex conjugate 
pair. [Equations (3.5) and (3.6) form the basis for the C routine butter- 
worthImpulseResponse( ) provided in Listing 3.2.1 This routine was used 
to generate the impulse responses for the lowpass Butterworth filters shown 
in Figs. 3.8 and 3.9. These responses are normalized for lowpass filters having 
a cutoff frequency equal to 1 rad/s. To denormalize the response, divide the 
time axis by the desired cutoff frequency w, = 2nf, and multiply the time axis 
by the same factor. 

0 5 10 15 20 25 
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Figure 3.8 Impulse response of even-order Butterworth filters. 
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Flgure 3.8 Impulse response of odd-order Butterworth filters. 
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Flgure 3.10 Denormalized impulse response for Example 3.3. 

Example 3.3 Determine the instantaneous amplitude of the output 1.6ms after a unit 
impulse is applied to  the input of a fifth-order Butterworth LPF having f, = 250 Hz. 

roiution The n = 5 response of Fig. 3.9 is denormalized as shown in Fig. 3.10. This plot 
shows that  the  response amplitude at t = 1.6ms is  approximately 378. 

3.5 Step Response of Butterworth Filters 

The step response can be obtained by integrating the impulse response. Step 
responses for lowpass Butterworth filters are shown in Figs. 3.11 and 3.12. 
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Figure 3.11 Step response of even-order lowpass Butterworth 
filters. 
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Flgure 3.12 Step response of odd-order lowpass Butterworth filters. 

These responses are normalized for lowpass filters having a cutoff frequency 
equal to lrad/s.  To denormalize the response, divide the time axis by the 
desired cutoff frequency o, = 2nfc. 

Example 3.4 Determine how long it will take for the step response of a third-order 
Butterworth LPF (f, = 4 kHz) to first reach 100 percent of its final value. 

solution By setting w, = 2nfc = 800On = 25,132.7, the n = 3 response of Fig. 3.12 is denor- 
malized to obtain the response shown in Fig. 3.13. This plot indicates that the step 
response first reaches a value of 1 in approximately 150 ps. 
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Figure 3.13 Denormalized step response for Example 3.4. 
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Listing 3.1 butterworthFreqResponse( ) 

/***a********+********************/ 

/* */ 
/* L i s t i n g  3 . 1  */ 
/* */ 
/* butterworthFreqResponse() */ 
/*  */ 
/*************$****Y*******y*******/ 

' i rtc lude f r a t  h. h>  
' include ( s t d i o . h >  
8 include '9 IobOefs I h"  
* i  i iclude "protos.  h "  

uu i d  but te ruo r t  hFreqResponse( i n t  order, 
rea I frequency, 
r-ea 1 *may i t ude , 
r e a l  *phaje) 

I 
s t r u c t  complex pole, s ,  nuner, denom, t rans fe r func t i on ;  
real x ;  
i r i t  k; 
numcr = cnplx(1 .e,Q.Q); 
denom = c rp l x (1  ,8,8,8); 

s - cmptxi8.8, frequency); 
f o r (  k-1; k<-order; k++) 

{ 
x = P I  * ({double)(order + (2*k)-1)) / (double)(2*order); 
po le = cnpIx( cos(x), s in(x1) ;  
denor = cflult(denon, cSub(s,pole)); 
1 

transferFunct i on  = cDiu(nuner, denor); 
*magnitude = 26.8 * loglB(cRbs(transferFunct ion));  
*phase = 188.8  * arg(transferFunct ion) / PI; 
r e t u r n  ; 
1 
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vo id  hut terinrthInlpulseResponse( int order, 
real del ta- t ,  
i r i t  ript 3, 
r e a l  yuol[li 

f 
I 

r e a l  L, f l ,  x ,  R, I ,  Ll, M T ,  cosPart, s inpa r t ,  h-of-t; 
r e a l  K ,  sigma, omega, t ;  
ir i t  i x ,  r, i i ,  i i i ;  
r e a l  p a x ,  ymin; 

f o r (  i d ;  i x  ( =  npts ;  i x++)  
t 
pr in t f ( "#d /n ' ,  i x ) ;  
h-of-t = 8 . 8 ;  
t - delta-t * i x ;  
f o r (  r=1; r < =  (o rde r )> l ) ;  r++) 

I 
x = PI * (double)(order + ( 2 * r ) - l )  / Idouble)(2*order); 
sigma = cos(x); 
omega - s in(x) ;  

i* Compute L r  and flr */ 

L = 1.8;  
f l  = D . B ;  
f o r (  i i=1; i i<=order; i i++) 

I 
i f (  i i  == r 1 continue; 
x = P I  * !double)(order + ( 2 * i i ) - l )  / (double)(2*order); 
R - sigma - cos(x); 
I - omega - s in (x ) ;  
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L T  L*R - fl*I; 
f lT = L * I  + R*f l :  
L = LT; 
n = MT; 
1 

L = L T  i ( L T * L T  + f lT * t lT ) ;  

cosPart = 2 . 8  * L * exp(sigma*t) * cos(onega*t); 
s inpar t  = 2.8 * f l  * exp(sigma*t) * sin(omcga*t); 

h-of-t - h-of-t + cosPart - s inpa r t ;  
1 

t 
y u a l [ i x l  = h-of-t; 
i f (  ( r e a l )  h-of-t > ymax) yaax = h-of-t; 
i f (  ( r e a l )  h o f - t  < ymin) ymin = h-of-t; 
cont i nue; 
1 

tl = - f lT  / ( L T * L T  + HT*flT); 

i f ( (orderr2) == 0) 

/* conput e the r ca  I exponent i a l  component fo r  odd-order responses */ 

K = 1.8; 
L = 1.8; 
n = 6 . e ;  
r : (order+ l ) /2 ;  
x = PI * (double)(order + ( 2 * r ) - l )  / (double)(2*order); 
sigma = cos(x); 
omega - s in (x ) ;  
f o r (  i i i-1; i i ic-order; i i i++) 

I 
i f (  i i i == r)  continue; 
x = PI * (double)(order + ( 2 * i i i ) - I )  / (double)(2*order); 
R = sigma - cos(x); 
I = omega - s in (x ) ;  

L T  = L * A  - n.1; 
f lT  - L * I  + R*f l ;  
L = L T ;  
f l  = flT; 
1 

K = L T  / (LT*LT  + f lT * f lT ) ;  
h-of-t = h-Of-t 4 K * exp(-t); 
y u a I [ i x l  - h o f - t ;  
i f (  ( r e a l )  h-of-t > yaax) yaax = L o f - t ;  
i f (  ( r e a l )  h o f - t  p i n )  ymin = h-of-t; 
1 

re turn;  



Chapter 

Chebyshev Filters 

Chebyshev filters are designed to have an amplitude response characteristic 
that has a relatively sharp transition from the pass band to the stop band. 
This sharpness is accomplished at the expense of ripples that are introduced 
into the response. Specifically, Chebyshev filters are obtained as an equirip- 
ple approximation to the pass band of an ideal lowpass filter. This results in 
a filter characteristic for which 

where c2  = 10'''O - 1 
T,(w) = Chebyshev polynomial of order n 

r = passband ripple, dB 

Chebyshev polynomials are listed in Table 4.1. 

TABLE 4.1 Chebyshev Polynornlals 

n T, (a) 

0 1 
1 w 
2 2w2- 1 
3 4w3-3w 
4 8w4 - 8w2 + 1 
5 1 w  - 2ow3 + 5 0  
6 320' - 4 h 4  + 18w2 - 1 
7 
8 
9 

10 

64w" - 112w6 + 56w3 - 7 0  
1280~  - 2560' + 160w4 - 32w2 + 1 
256w9 - 5760" + 432w5 - 12003 + 9w 
5 1 2 ~ ' ~  - 1 2 8 0 ~ ~  + 1 1 2 0 ~ '  - 4000' + 5002 + 1 

(4.1) 

77 
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b 

- 
..................................... 

4.1 Transfer Function 

The general shape of the Chebyshev magnitude response will be as shown in Fig. 
4.1. This response can be normalized as in Fig. 4.2 so that the ripple bandwidth 
u, is equal to 1, or the response can be normalized as in Fig, 4.3 so that the 3-dB 
frequency wo is equal to 1. Normalization based on the ripple bandwidth 
involves simpler calculations, but normalization based on the 3-dB point makes 
it easier to compare Chebyshev responses to those of other filter types. 

+ c  

4 d * 

At 

-3 d 0  

A2 
........................... 

. . .  

; ; \  ............ .......................................... ................................ . .  . .  . .  . .  

W1 

frequency ,' ?, 
Wr 

Figure 4.1 Magnitude response of a typical lowpass Chebyshev filter. 

0.1 1 10 

f nquency 

Figure 4.2 Chebyshev response normalized to have pass-band end at 
w = 1 rad/s. Features are: (a) ripple limits, ( b )  pass band, (c) transi- 
tion band, ( d )  stop band, and (e) intersection of response and lower 
ripple limit at o = 1. 
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0.1 1 10 

frequency 

Figure 4.3 Chebyshev response normalized to have 3-dB point a t  
iO= 1 rad/s. Features are: (a) ripple limits, ( b )  pass band, (c) transition 
band, ( d )  stop band, and (e) response that is 3 dB down a t  w = 1. 

The general expression for the transfer function of an nth-order Chebyshev 
lowpass filter is given by 

n odd 

1 + JW l ln  

y=( E ) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

The pole formulas are somewhat more complicated than for the Butterworth 
filter examined in Chap. 3, and several parameters-, y, and r-must be 
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determined before the pole values can be calculated. Also, all the poles are 
involved in the calculation of the numerator Ho. 

Algorithm 4.1 

This algorithm computes the poles of an nth-order Chebyshev lowpass filter 
normalized for a ripple bandwidth of 1 Hz. 

Step I .  Determine the maximum amount (in decibels) of ripple that can be 
permitted in the pass-band magnitude response. Set r equal to or less than 
this value. 

Step 2. Use Eq. (4.8) to compute t. 

Step 3. Select an order n for the filter that  will ensure adequate perfor- 

Determining poles of a Chebyshev filter 

mance. 

Step 4. Use Eq. (4.7) to compute y. 

Step 5. For i = 1,2,  . . . , n; use Eqs. (4.5) and (4.6) to compute the real part 
cc and imaginary part o, of each pole. 

Step 6. Use Eq. (4.3) to compute H,. 

Step 7. Substitute the values of H, and s, through s, into Eq. (4.2). 

Example 4.1 Use Algorithm 4.1 to determine the transfer-function numerator and poles 
(normalized for ripple bandwidth equal to 1) for a third-order Chebyshev filter with 
0.5-dB pass-band ripple. 

solution Algorithm 5.1 produces the following results: 

4 = 0.349311 

s2 = -0.626457 

y = 1.806477 

s, = -0.313228 - 1.021928j 

s1 = -0.313228 + 1.021928j 

H, = 0.715695 

The form of Eq. (4.2) shows that an nth-order Chebyshev filter will always 
have n poles and no finite zeros. The poles will all lie on the left half of an 
ellipse in the s plane. The major axis of the ellipse lies on the jo axis, and the 
minor axis lies on the o axis. The dimensions of the ellipse and the locations 
of the poles will depend upon the amount of ripple permitted in the pass band. 
Values of pass-band ripple typically range from 0.1 to 1 dB. The smaller the 
pass-band ripple, the wider the transition band will be. In fact, for 0-dB 
ripple, the Chebyshev filter and Butterworth filter have exactly the same 
transfer-function and response characteristics. Pole locations for third-order 
Chebyshev filters having different ripple limits are compared in Fig. 4.4. Pole 
values for ripple limits of 0.1, 0.5, and 1 dB are listed in Tables 4.2, 4.3, and 4.4 
for orders 2 through 8. 

All the transfer functions and pole values presented so far are for filters 
normalized to have a ripple bandwidth of 1. Algorithm 4.2 can be used to 
renormalize the transfer function to have a 3-dB frequency of 1. 
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Figure 4.4 Comparison of pole 
locations for third-order low- 
pass Chebyshev filters with 
different amounts of pass-band 
ripple: (a )  0.01 dB, ( b )  0.1 dB, 
and (c) 0.5dB. 

TABLE 2 Pole Values for Lowpass 
Chebyshev Filters with 0.1-dB 
Pass-Band Ripple 

TABLE 4.3 Pole Values for Lowpass 
Chebyshev Filters with 0.5-dB 
Pass-Band Ripple 

n Pole values n Pole values 

2 - 1.186178 _+ 1.380948j 

3 -0.969406 
-0.484703 f 1.206155j 

-0.264156 + 1.122610j 

-0.435991 f 0.667707j 
-0.166534 k 1.080372j 

6 -0.428041 & 0.2830931’ 

4 -0.637730 k 0.465000j 

5 -0,538914 

-0.313348 + 0.773426j 
-0.114693 f 1.056519j 

7 -0.376778 
-0.339465 f 0.463659j 
-0.234917 f 0.835485j 
-0.083841 f 1.0418335’ 

-0.272682 f 0.5846845’ 
-0.182200 f 0.875041j 

8 -0.321650 0.205314j 

-0.063980 f 1.0321813’ 

2 -0.712812 f 1.00402j 

3 -0.626457 
-0.313228 + 1.021928j 

4 -0.423340 f 0.420946j 
-0.175353 + 1.016253j 

5 -0.362320 
-0.293123 f 0.6251773’ 
-0.111963 f 1.011557j 

6 -0.289794 f 0.2702163’ 
-0.212144 k 0.738245j 
-0.077650 1.008461J 

-0.230801 k 0.447894j 
-0.159719 k 0.8070771’ 
-0.057003 f 1.006409j 

-0.185908 k 0.5692885’ 
-0.124219 k 0.852000j 

7 -0.256170 

8 -0.219293 f 0.199907j 

-0.043620 + 1.005002j 
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TABLE 4.4 Pole Values for Lowpass 
Chebyshev Filters with 1.0-dB 
Pass-Band Ripple 

n Pole values 

2 -0.548867 f 0.895129j 

3 -0.494171 
-0.247085 f 0.965999j 

4 -0.336870 5 0.407329j 
-0.139536 f 0,9833795’ 

5 -0.289493 
-0.234205 5 0.611920j 

6 -0.232063 k 0.2661843’ 
-0.169882 & 0.7272273’ 
-0.062181 2 0.9934113’ 

-0.089458 k 0.9901075 

7 -0.205414 
-0.185072 k 0.4429435’ 
-0.128074 f 0.798156j 
-0.045709 f 0.9952843’ 

8 -0.175998 k 0.1982063’ 
-0.149204 0.5644445 
-0.099695 f 0.8447513’ 
-0.035008 0.996451j 

Algorithm 4.2 Renormalizing Chebyshev LPF 
transfer functions 

This algorithm assumes that t, H,, and the pole values s, have been obtained 
for the transfer function having a ripple bandwidth of 1. 

step I. Compute A using 

coshpl[(l /~)] 1 1 + d n  
A =  n =-log( n ) 

step 2. Using the value of A obtained in step 1, compute R as 

e A  + e - A  
2 

R = cash A = 

(Table 4.5 lists R factors for various orders and ripple limits. If the required 
combination can be found in this table, steps 1 and 2 can be skipped.) 

step 3. Use R to compute H3dB(~) as 
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TABLE 4.5 Factors for Renorrnalizing Chebyshev Transfer Functions 

Ripple 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 
1.4 
1.5 

Order 

2 

1.94322 
1.67427 
1.53936 
1.45249 
1.38974 
1.34127 
1.30214 
1.26955 
1.24 1 76 
1.21763 
1.19637 
1.17741 
1.16035 
1.14486 
1.13069 

3 4 

1.38899 1.21310 
1.28346 1.15635 
1.22906 1.12680 
1.19348 1.10736 
1.16749 1.09310 
1.14724 1.08196 
1.13078 1.07288 
1.11699 1.06526 
1.10517 1.05872 
1.09487 1.05300 
1.08576 1.04794 
1.07761 1.04341 
1.07025 1.03931 
1.06355 1.03558 
1.05740 1.03216 

5 6 7 8 

1.13472 
1.09915 
1.08055 
1.06828 
1.05926 
1.05220 
1.04644 
1.04160 
1.03745 
1.03381 
1.03060 
1.02771 
1.02510 
1.02272 
1.02054 

1.09293 
1.06852 
1.05571 
1.04725 
1.04103 
1.03616 
1.03218 
1.02883 
1.02596 
1.02344 
1.02121 
1.01922 
1.01741 
1.01576 
1.01425 

1.06800 
1.05019 
1.04083 
1.03464 
1.03009 
1.02652 
1.02361 
1.02116 
1.01905 
1.01721 
1.01557 
1.01411 
1.01278 
1.01157 
1.01046 

1.05193 
1.03835 
1.03121 
1.02649 
1.G2301 
1.02028 
1.01806 
1.01618 
1.01457 
1.01316 
1.01191 
1.01079 
1.00978 
1.00886 
1.00801 

~ ~~~ 

4.2 Frequency Response 

Figures 4.5 through 4.8 show the magnitude and phase responses for Cheby- 
shev filters with pass-band ripple limits of 0.5 dB. For comparison purposes, 
Figs. 4.9 and 4.10 show Chebyshev pass-band responses for ripple limits of 0.1 
and 1.0 dB. These plots are normalized for a cutoff frequency of 1 Hz. To 
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Figure 4.5 Pass-band magnitude response of even-order lowpass Chebyshev filters 
with 0.5-dB ripple. 
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Figure 4.6 Pass-band magnitude response of odd-order lowpass Chebyshev filters 
with 0.5-dB ripple. 
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Figure 4.7 Stop-band magnitude response of lowpass Chebyshev filters with 0.5-dB 
ripple. 
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Flgure 4.8 Phase response of lowpass Chebyshev filters with 0.5-dB pass-band ripple. 
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Figure 4.9 Pass-band magnitude response of even-order lowpass Chebyshev filters 
with 0.1-dB ripple. 
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Figure 4.10 Pass-band magnitude response of even-order lowpass Chebyshev filters 
with 1.0-dB ripple. 

denormalize them, simply multiply the frequency axis by the desired cutoff 
frequency f,. The C function chebyshevFreqResponse( ), used to generate 
the Chebyshev frequency response data, is provided in Listing 4.1. Note that 
this function incorporates Algorithms 4.1 and 4.2. 

4.3 Impulse Response 

Impulse responses for lowpass Chebyshev filters with 0.5-dB ripple are shown 
in Fig. 4.11. The C routine chebyshevImpulseResponse( ), used to generate 
the data for these plots, is provided in Listing 4.2. These responses are 
normalized for lowpass filters having a 3-dB frequency of 1 Hz. To denormal- 
ize the response, divide the time axis by the desired cutoff frequency f ,  and 
multiply the amplitude axis by the same factor. 

4.4 Step Response 

The step response can be obtained by integrating the impulse response. Step 
responses for lowpass Chebyshev filters with 0.5-dB ripple are shown in Fig. 
4.12. These responses are normalized for lowpass filters having a cutoff 
frequency equal to 1 Hz. To denormalize the response, divide the time axis by 
the desired cutoff frequency f,. 
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Flgure 4.11 Impulse response of lowpass Chebyshev filters with 0.5-dB pass-band 
ripple. 

12 

10 

0 0  

06 

0 4  

0 2  

0 5 10 15 20 25 

time (sec) 

Figure 4.12 Step response of lowpass Chebyshev filters with 0.5-dB pass-band 
ripple. 



88 Chapter Four 

Listing 4.1 chebyshevFreqResponse( ) 

/* */ 
!* L i s t i n g  4 , l  */ 
/* */ 
/* chebysheuFreqRcsponse( */ 
/* */ 
/**********************************/ 
' include < a a t h . h i  
'define PI (double) 3,141592653589 

/******************************%~**/ 

uu i d  chebysheuFreqResponse( i r l t  order 
f l o a t  r i pp le, 
char norma I i zat i onTyye 
f l o o t  frequency, 
fluat *magnitude, 
f Loot *phase) 

I 
double R, gamma, epsi lon, work; 
double rp ,  ip, x, i, r ,  r p t ,  ip t ;  
double n o r m  I izedfrequency, hSubZero; 
i n t  k, i x ;  

eps i lon = s q r t (  - 1  ,9 + PO#( (double)l8.8, (double)( r ipp le/ le .B)  1); 
gamma = pow( ( (  1 . e  + s q r t (  l . a  epsiIon*epsiIon))/epsilon), 

( d o u b i e ) ( l a 8 / ( f l o o t )  order) 1; 

i f (  normal izat  ionType == ' 3 '  ) 
I 
r o r k  = 1,8/epsilon; 
fl = ( log( r o r k  0 s q r t (  aork*work - 1,6)  ) ) / order; 
normal izedFrequency = frequency * ( exp(fl) + exp(-fl) )/2.8; 
I 

t 
normal i zedFrequency = frequency; 
1 

else 

r p  = 1.9; 
i p  - 8.9; 

f o r (  k= l ;  kc-order; k++)  
{ 
x = (2*k- l )  * PI / (2.@*order); 
i = 8.5 * (gamma + I.B/gamma) * cos(x); 
r 4 -8 , s  * {gamma - I.Q/ganma) * s in (x ) ;  
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r p t  = i p  * i - r p  * r; 
i p t  = - rp  * i - r * ip; 
i p  = i p t ;  
r p  = r p t ;  
1 

hSubZero = s q r t  ( ip*  i p  rp * rp )  ; 
i f (  ordcrX2 -= 8 ) 

I 
hSubZero - hSubZero / sqr t  !I . 9  epsi lon*epsi Lon); 
1 

r p  = 1 - 8 ;  
i p  = 8.9;  
for( k - I ;  k<=order; k+*) 

x = (2*k-l)*PI/(2.B*order); 
i = 8.5 * (gamma * t .8/ganma) * cos(x); 
r - -8.5 * (gamma - t.@/gaama) * s i n ( x ) ;  
r p t  - ip*(i-normal izedfrequency) - rp * r ;  
i p t  - rp*(normal iredFrequency-i) - r * i p ;  
ip-  i p t ;  
rp- rpt  ; 
1 

*magnitude = 28.8 * logt8(hSubZcroisqrt ( i p * ip * rp * rp ) ) ;  
*phase = 189.8 * atan2( ip, r p )  /PI; 
re turn;  
) 

Listing 4.2 chebyshevirnpulseResponse( ) 

vo id chebyshevImpulseResponse( i r i t  o r d w ,  
f l o a t  r i p p l e ,  
char norma I i za t  i on'lype, 
f I oat de I t a- t , 
ir i t  r ipts,  
f Loat yuai [ 1 j 
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I 
double I, p ;  
double R ,  gamma, epsi Ion, work, normfactor; 
double rp, i p ,  x, i, r, r p t ,  i p t ,  ss; 
douhle hSuhZero, h-of-t, 1, sigma, omega: 
douhle K, L, H ,  LT, HT, I ,  R ,  cosPart, s inpa r t ;  
i n t  k, i x ,  i i ,  i i i ,  rrr; 

epsi Ion = s q r t (  -1.8 + pow( (double)l8.8, (double)( r ipp le/ l8 .8)  1); 

i f (  normalizat ionType == ' 3 ' )  
{ 
work = 1.BIepsilon; 
R = ( log( work + sqr t  ( rork*work - 1.8) 1 
normFactor = ( exp(R) exp(-fl))/2.8; 
1 

t 
normFactor = 1 . 8 ;  
1 

I order; 

else 

gamma - porn( !( t .8 sqr t !  1 . 6  epsi Ion*epsi Ion))/epsi Ion), 
(douhlc) ( l  . D / l f l o a t )  order) 1; 

I*------------------------------- *I 
/* compute H_rero * /  
r p  = 1.8; 
i p  = D . 0 ;  

f o r (  k- I ;  k<=order; k++)  
I 
x = (2*k-I) * PI ,i i f l o a t ) ( Z * o r d e r I ;  
i = 6 . 5  * (gamma + 1.13/gamra) * cos(x)/normFactor; 
r = -8.5 * (gamma - l.B/gamaa) * sin(x)/ndraFactor; 
r p t  - i p  * i - r p  * r; 
i p t  = - r p  * i - r * i p ;  
i p  = i p t ;  
r p  = r p t ;  
I 

hSubZero = s q r t (  i p * i p  r p * r p ) ;  
i f (  orderX2 -- D ) 

I 
hSubZcro = hSuhZero I sqr t (1  . @  epsi lon*epsi Ion) ;  
1 

p r i n t  f("hSub2ero = Xf\n",hSubZero); 
/*---------------------------------------- */ 
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fo r !  ix=8; i xcnpts ;  i x + + )  
I 
p r i n t  f ("Xd\n", i x )  ; 
h-of-t = Q,9; 
t = d e l t a - t  * i x ;  
f o r (  rrr-1; rrr < -  ( o rde r  > >  1 ) ;  rrr++) 

t 
x = (2*rrr-1 ) *PI / (Z .@*arder ) ;  
sigma = - 8 . 5  * (gamma - 1,8/ganma) * s in (x ) i no raFac to r ;  
omega = 9 .5  * (gamma + 1 .@/gamma) * cos(x ) inormFactor ;  

/ *  compute L r  and M r  */ 

L = 1; 
n = e;  

fo r i , i  i - 1 ;  i i<=r ) rder ;  i i + + j  
! 
i f (  i i  == rrr) cont inue;  
x - (2*ii-I) * P I  / ( f l o a t ) ( Z * o r d c r ) ;  
R = sigma -!-@.5*(gamma - 1  .@/gamma))*sinIx)  / normfac tor ;  
I - omega -(@.S*(gamma + 1  .Q/gamma))*cos<x) / normfac tor ;  

L T  = L * R - M * I :  
f l T  - L * 1 + R *  fl; 
L = LT; 
M = MT; 
1 

L = L T  / I L T  * L T  + f lT * f l T ) ;  
M = -MT i ( L T  * L T  + MT * M T ) ;  

cosPart = z , ~  * L * exp!sigma*t) * cos(omega*t); 
s i n p a r t  = 2 . 8  * M * cxp (s igma* t j  * s i n l o m e g d t ) ;  

h-of-t = L o f - t  + cosPart - s i n p a r t ;  
1 

I 
yual[ix] = L o f - t  * hSubZero; 
I 

I 
/* compute the  r e a l  exponent ial component */ 
/* present i n  odd-order responses */ 

i f (  (orderX2) == 8 1 

e l s e  
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K - 1 ;  
L = 1 ;  
ll = 8; 
rrr - (order+l) > >  1 ;  

x = (2*rrr-l) * PI / (float)(2*order); 

sigma = -8.5 * (gonno - l.@/gaana) * sin(x) / nornFoctor; 
oaega - 8.5 * (gamma 1 ,Biganna) * cos(x) / norafoctor; 

f o r (  i i i = l ;  i i i < =  order; i i it*) 
i 
i f (  i i i == rrr) continue; 
x = (2*iii-l) * PI / (float)(2*order); 
R = sigma -!-@.S*(gaana - I  .Q/gamma))*sin(x) / noraFactor; 
I - omega -[Q.S*(gomna * 1  .B/gaana))*cos(x) / nornFactor; 

LT = L * R - 114 I; 
ill = L * I + R * ll; 
L = LT: 
n = n i ;  
1 

K - L T  i (LT*LT + l l T * f l T ) ;  
h-of-t = h-of-t + E * exp(signa*t!; 
yva I [ i x ]  = h-of-t * hSubZero; 
1 

1 
return; 
1 
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Elliptical Filters 

By allowing ripples in the pass band, Chebyshev filters obtain better selectiv- 
ity than Butterworth filters do. Elliptical filters improve upon the perfor- 
mance of Chebyshev filters by permitting ripples in both the pass band and 
stop band. The response of an elliptical filter satisfies 

where R,(o,  L )  is an nth-order Chebyshev rational function with ripple 
parameter L. Elliptical filters are sometimes called Cuuer filters. 

5.1 Parameter Specification 

As shown in Chap. 3, determination of the (amplitude-normalized) transfer 
function for a Butterworth lowpass filter requires specification of just two 
parameters-cutoff frequency o, and filter order n. Determination of the 
transfer function for a Chebyshev filter requires specification of these two 
parameters plus a third-pass-band ripple (or stop-band ripple for inverse 
Chebyshev). Determination of the transfer function for an elliptical filter 
requires specification of the filter order n plus the following four parameters, 
which are depicted in Fig. 5.1: 

A, = maximum pass-band loss, dB 

A, = minimum stop-band loss, dB 

op = pass-band cutoff frequency 

o, = stop-band cutoff frequency 

The design procedures presented in this chapter assume that the maximum 
pass-band amplitude is unity. Therefore, A, is the size of the pass-band 

93 
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wp Us 

Figure 5.1 Frequency response showing parameters used to specify an 
elliptical filter. 

ripples, and A, is the size of the stop-band ripples. Any four of the five filter 
parameters can be specified independently, with the fifth then being fixed by 
the nature of the elliptical filter's response. The usual design strategy 
involves specifying A,, A,,  w,, and w, based upon requirements of the 
intended application. Algorithm 5.1, as follows, can then be used t o  compute 
the minimum value of n for which an elliptical filter can yield the desired 
performance. Since n must be an integer, not all combinations of A,, A,, w,, 
and 0, can be realized exactly. The design procedure presented in this 
chapter can yield a filter that meets the specified A,, A,, and wp and that 
meets or exceeds the specification on A,. 

Algorithm 5.1 
elliptical filters 

Determining the required order for 

step I .  Based upon requirements of the intended application, determine the 
maximum stop-band loss A, and minimum stop-band loss A, in decibels. 

pass-band cutoff frequency w, and stop-band cutoff frequency w,. 
Step 2. Based on requirements of the intended application, determine the 

Step 3. Using w, and w,, compute selectivity factor k as k = w,/w,. 

Step 4. Using the selectivity factor computed in step 3, compute the modu- 
lar constant q using 

Q = u + 2u5 + 15u9 + 1 5 0 ~ ' ~  (5.1) 

1 - 1 m  

2 ( l  + y m >  where u = (5.2) 
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Step 5. Using the values of A, and A,, determined in step 1, compute the 
discrimination factor D as 

(5.3) 

Step 6. Using the value of D from step 5 and the value of q from step 4, 
compute the minimum required order n as 

n =  K:(;:l 
where r x l  denotes the smallest integer equal to or greater than x .  

(5.4) 

The actual minimum stop-band loss provided by any given combination of 
A,, w,, w,, and n is given by 

A, = 10 log ( 1 + 10;;;- 1) 
(5.5) 

where q is the modular constant given by Eq. (5.1). 

Example 5.1 
which A, = 1, A, 2 50.0, wp = 3000.0, and w, = 3200.0. 

Use Algorithm 5.1 to  determine the minimum order for a n  elliptical filter for 

eolution 
3000 
3200 

k = - = 0.9375 

u = 0.12897 

= 0.12904 

lo5 - 1 
1000’ - 1 

D=-- - 4,293,093.82 

n = rs.sizs71= 9 

A C function cauerOrderEstim( ), which implements Algorithm 5.1, is 
provided in Listing 5.1. This function also computes the actual minimum 
stop-band loss in accordance with Eq. (5.5). 

5.2 Normalized-Transfer Function 

The design of elliptical filters is greatly simplified by designing a frequency- 
normalized filter having the appropriate response characteristics, and then 
frequency-scaling this design to the desired operating frequency. The simplifi- 
cation comes about because of the particular type of aormalizing that is 
performed. Instead of normalizing so that either a 3-dB bandwidth or the 
ripple bandwidth equals unity, an  elliptical filter is normalized so that 
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where oPN and oSN are, respectively, the normalized pass-band cutoff fre- 
quency and the normalized stop-band cutoff frequency. If we let a represent 
the frequency-scaling factor such that 

(5.7) 

then we can solve for the value of a by substituting (5.7) into (5.6) to obtain 

As it turns out, the only 
design procedure (given 
is given by 

a =Jwpws (5.8) 

way that the frequencies oPN and wSN enter into the 
by Algorithm 5.2) is via the selectivity factor k that 

(5.9) 

Since Eq. (5.9) indicates that k can be obtained directly from the desired w, 
and o,, we can design a normalized filter without having to determine the 
normalized frequencies oPN and wSN! However, once a normalized design is 
obtained, the frequency-scaling factor G! as given by (5.8) will be needed to 
frequency-scale the design to the desired operating frequency. 

Algorithm 5.2 Generating normalized-transfer 
functions for elliptical filters 

viable combination of values for A,, A,, op, o,, and n. 
step I .  Use Algorithm 5.1 or any other equivalent method to determine a 

Step 2. Using O, and o,, compute the selectivity factor k as k = w, Iw,. 

Step 3. Using the selectivity factor computed in step 3, compute the modu- 
lar constant q using 

q = u + 2u5 + 15u9 + 1 5 0 ~ ’ ~  (5.10) 

1-t-  

2( 1 + I-) where u = 

Step 4. Using the values of A, and n from step I, compute V as 

(5.11) 

(5.12) 
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Po = 

00 

q114 C ( - 1)" qm(" + l) sinh[( 2m + 1) V] 

0.5+ (-1)mqm2cosh2mV 
(5.13) m = O  

00 

m = l  

(5.14) 

step 7. Determine r, the number of quadratic sections in the filter, as 
r = n/2 for even n, and r = (n - 1)/2 for odd n. 

Step 8. For i = 1,2,  . . . , r, compute Xi as 
00 

2&14 C ( - 1)" qm(" + '1 sin[(2rn + 1)pn/n] 
m = O  

m x, = 
1 + 2 1 ( -1y q m 2  cos(2mpn/n) 

r n = l  

n odd 
- %  n even 

Step 9. For i = 1,2 , .  . . , r, compute Yi as 

(5.15) 

(5.16) 

Step 10. For i = 1,2 , .  . . , r, use the W, Xi, and Yi from steps 6, 8, and 9; 
compute the coefficients a,,  bi, and ci as 

1 a .  =- 
I Xf 

Step 11. Using ai and ci, compute H, as 

(5.17) 

(5.18) 

(5.19) 

(5.20) 
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Step 12. Finally, compute the normalized transfer function HN(s)  as 

(5.21) 

n even Odd 
where d = 

A C function cauerCoeffs( ), which implements steps 1 through 11 of 
Algorithm 5.2, is provided in Listing 5.2. Step 12 is implemented separately in 
the C function cauerFreqResponse( ) shown in Listing 5.3, since Eq. (5.21) 
must be reevaluated for each value of frequency. 

Example 5.2 Use Algorithm 5.2 to obtain the coefficients of the normalized-transfer 
function for the ninth-order elliptical filter having A, = 0.1 dB, wp = 3000 rad/s, and 
w, = 3200 rad/s. Determine the actual minimum stop-band loss. 

solution Using the formulas from Algorithm 5.2 plus Eq. (5.5), we obtain 

q = 0.129041 V = 0.286525 po = 0,470218 

W = 1.221482 r = 4 A, = 51.665651 

The coefficients X , ,  YL,  a,, b, ,  and c, obtained via steps 8 through 10 for i = 1, 2, 3, 4 are 
listed in Table 5.1. Using (5.20), we obtain Ho = 0.015317. The normalized-frequency 
response of this filter is shown in Figs. 5.2, 5.3, and 5.4. (The phase response shown in 
Fig. 5.4 may seem a bit peculiar. At first glance, the discontinuities in the phase response 

0 

- 0.1 

6 -0.2 
V 
Y 

0.1 0.2 0.3 0.4 0.5 0.6 0.8 1 

normalized frequency 

Figure 5.2 Pass-band magnitude response for Example 5.2. 
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TABLE 5.1 Coefficients for ExamDle 5.2 

i x, y, ci 

1 0.4894103 0.7598211 4.174973 0.6786235 0.4374598 
2 0.7889940 0.3740371 1.606396 0.3091997 0.7415493 
3 0.9196814 0.1422994 1.182293 0.1127396 0.8988261 
4 0.9636668 0.0349416 1.076828 0.0272625 0.9538953 

- 10 

- 20 

al u 

c 0 0 

- a -40 .- 

- 5 0  

-60 

-70 

1 2 3 4 5 6 7 8 9 1 0  

normalized frequency 

Flgure 5.3 Stopband magnitude response for Example 5.2. 

might be taken for jumps of 28 caused by the + K to - K "wraparound" of the arctangent 
operation. However, this is not the case. The discontinuities i;n Fig. 5.4 are jumps of n 
that coincide with the nulls in the magnitude response. 

5.3 Denormalized-Transfer Function 

As noted in Sec. 2.9, if we have a response normalized for oCN = 1, we can 
frequency-scale the transfer function to yield an identical response for o, = u 
by multiplying each pole and each zero by u and dividing the overall transfer 
function by u @ ~ - ~ p )  where n, is the number of zeros and np is the number of 
poles. An elliptical filter has a transfer function of the form given by (5.20). 
For odd n, there is a real pole at s = p o  and r can conjugate pairs of poles that 
are roots of 

S 2 + b i S + C i  = o  i = 1 , 2 , .  . . , r 



100 Chapter Five 

-90 

- '180 

8 -270 

f -360 

- 
t 

al v) 

JZ 
a -450 

-540 

-630 

0.1 0.2 0.5 1 2 5 10 

normalized frequency 

Figure 5.4 Phase response for Example 5.2. 

Using the quadratic formula, the i th pair of complex pole values can be 
expressed as 

- bk k ,/= 
2 Pk = 

The zeros of the normalized-transfer function occur a t  s = +j&, i = 
1 , 2 , .  . . , r.  For even n, the number of poles equals the number of zeros so 
c t ( n z - n p )  = 1. For odd n, n, - np = - 1, so the transfer function must be di- 
vided by l / c t  or multiplied by u. If we multiply the poles and zeros by ct and 
multiply the overall transfer function by 1 or ct as appropriate, we obtain the 
frequency-scaled transfer function H(s)  as 

(5.22) 

/35 
where K = s + olpo 

Comparison of Eqs. 

n odd 

n even 

(5.21) and (5.22) indicates that the frequency rescaling 
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consists of making the following substitutions in (5.21): 

u2a, replaces a,  

u2c, replaces c, 

ctb, replaces b, 

Hocr replaces Ho (n  odd) 

up, replaces po (n  odd) 

A C function cauerRescale( ), which makes these substitutions, is given in 
Listing 5.4. 
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uo i d  couerOrdcrEst i m( rea I onegapass, 
r c a  I omegoSt op, 
rea I n~axPa~sLoss,  
r e a l  uinStoploss, 
i r i t  *order, 
rea I *actuo I f l  i nSt.opLossj 

{ 
r e a l  l i ,  u,  q,  dd, k.L, lambda, w ,  mu, om: 
r e a l  sum, term, aenom, numer, sigma, v ,  
i n t  i ,  m, r; 

k-omegaPass/omegaSt op; /* f l lg .  5.1,  Step 3 */ 

k k - s q r t ( s q r t ( l . 8  - k*k));  /* Eq (5.2) */ 
u=8,5*(1 .B-kk)/( l  .8+kk); 

dd = porr(18.8, ninStopLoss/l9.8) - 1.8; /* Eq (5.3)  */ 
dd - dd/ ( p o r ( l B . B , m a x P a s s L o s ~ ~ ~ ~ , e )  - 1 . @ > ;  

*order - m i l (  log18(16.6*dd) / log l@( l .Q /q ) ) ;  /* Eq (5.1) */ 

/* Eq (5.5) */ 
numer - por( l0 .8 ,  (aoxPassLoss/l0.0))-1.B; 
fact ua I n  i nSt  opLoss = 18.9 * log1 B(nurer/( 16* ipowlq, *order) ) + l .  8) ; 
return;  
1 
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void cauerCoeffs(rea1 onegaPass, 
rea I onegoSt op , 
real maxPossLoss, 
int order, 
real oa[l, 
rea 1 bb[ 1, 
real cc[ l ,  
i nt *numSecs, 
rea  1 %Zero , 
real *pZero) 

I 
real k, kk, u ,  q, uu, wu, mu, x x ,  yyj  
real w m ,  term, denom, numer; 
int i ,  m, r; 

k=omegoPass/onegaSt op; 

kk.sqrt(sqrt(l.8 - k*k)); 
u=B. 5*( 1 I B-kk)/( 1 .8+kk) i 

/* Fllg 5.2, step 2 *I’ 

/* Eq (5.11) */ 

/* Eq (5,121 */ 
numer = po~(l8.8,raxPassloss/2B.8)+1 .B; 
uu - log( numcr / (por(l8.8, moxPossLoss/28.8)-1))/(2.8*ord~r); 

sum = 8.8; 
for (  m=8;  m<5; m++) I 

/* Eq (5.13) */ 

term = ipor(-l ,B,m);  
term = tertn * ipor(q, m*(m+I)); 
t e r r  = term * sinh(l2*a+l) * uu); 
fpsintf(dumpFile,”for n=Xd, term = Xe\n”,n,term); 
sum = sum term; 
I 

nuier - 2.8 * sum * sqrt(sqrt(q1); 
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- 8.8; 
for( P I ;  n<S; I ) ** )  

term * ipor ( - l  ,@,m); 
term * term * ipos(q,m*m); 
tern term * cosh(2.8 * m * v u j ;  
sum = sum + term; 
1 

denom = 1 ,El + 2.@*sun; 
*pZero = fabsInuner/denom); 

a@ = 1 . B  k * *pZero * *pZero; 
a. = sqrt (UIU * ( 1  I B *pZero * *pZero/k)); 

/* Eq ( 5 . 1 1 )  */ 

r - !order-(orderX2))/Z; /* RLg 5 . 2 ,  step 7 */ 
*nuaSecs = r; 

forli.1; i<-r; i + + )  I 
i fiorderX2) 

e l s e  

sum = 0.8; 
for(n-8; a<5; n++} f 

/* loop for Rlg 5.2, steps 8, 9, 10 */ 

{MA - i ; )  

tru = i - 8.5;) 
/* Eq (5 ,151 numwator */ 

term = i p o r ( - l  ,@,a ) ;  
term = term * ipor(q, m*(n*I)); 
term - term * sin( (2*a+l)  * PI * mu / order); 
sum - sum term; 
1 

numer = 2.8  * sum sqrt(sqrt(q)); 

- 8.e; 
term - ipour(-l ,@,m); 
ter-m = term * ipOW(q,Q*B); 

term - term * cos(2.B % PI * m * mu / order); 
fprintf(duapFi le,”for m=Xd, tern = Xe\n”,m,tern); 
sum = sum tern; 
1 

/* Eq (5.15) denoainotor */ 
for(m=t;  m<5; m+*) I 

denoa - 1.0 2 . 8  * sum; 
xx = nuncr/denom; 

yy - 1.8 - k * xx*xx; 
yy = sqrtlyy * I I .B-(xx*xx!k)));  

oa[ i 3 - 1 ,D/! rx’xx) ; 

denom - 1 . Q  + ipoa(*pZero*xx, 2 ) ;  
bb[ i ]  = 2.6 * *pZero * yy/denom; 

/* Eq ( 5 . 1 6 )  *I 

/* Eq 15.173 */ 

/* Eq r 5 . 1 6 )  */ 



Elliptical Filters 105 

t e r n  = 1.8; 
f o r ( i - I ;  i<=r; i++) { 

term = term * cc[ 
1 

i f(orderX2) 
{term = term * *p 

else 

/* Eq ( 5 . 2 8 )  */ 

]/a01 i 1; 

e r o ;  I 

{ te rn  - term * por(l8.@, naxPassloss/I-28.8));) 
*hZero = term; 
re turn;  
1 

uo i d  cauerFreqRcsponse( i nt order, 
r e a l  oa[ l ,  
r e a l  bb[l ,  
r e a l  c.c[I, 
r ea  1 hZcro, 
r e a l  pZero, 
rcol frequency, 
rea  1 *aagn i t udr , 
r e a l  *phase) 

I 
double no r ia  I i zedFrequency j 
i n t  r, k, i x ,  i ;  
s t  ruc t  complex s , cProd, clarmNumer, cTermDenom, 

r = (order-(orderX2))/2; 
s - cnplxr8.8, frequency); 

i f(orderX2) I 
cTermDenom = cflddls, caplx(pZera, 8 .0 ) ) ;  
cProd = cDiu(crplx(1 .8,8.8), cTernOenon); 
cProd = snu I t  (hZero , cProd) ; 
1 
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else I 

f o r  

cProd = cnplx(hZero,Q.Q); 
I 

( i l l ;  i<=r; i++)  { 
cTerrNumer=cflul t (3,s); 
cTerrOenor=cRdd(cTernNuner,sRul t (bb[ i 1 , s ) ) ;  
clerrNuner I Re = cTernNurer I Re + aa[ i 1; 
cTerrOenor , Re = cTernDenom .Re + cc[ i 1 ; 
cProd = ctlu I t (cProd, cTernNuner 1 ; 
cProd = cDiu(cProd, cTernDenon); 
1 

*ragnitude = 28.6* logl6(cAbs( cProd)); 
*phase = 188.8 * arg(cProd)/PI; 
re turn;  
1 

v o i d  cauerRescale( irlt order, 
r e a l  aa[ l ,  
re0 I bb[ 1, 
r e a l  c c [ l ,  
r e a l  *hZero, 
r e a l  *pZero, 
r e a l  alpha) 

I 
r e a l  ulyhaSqrd; 
irct r ,  i; 

a IphaSqrd a l yha*a Ipha; 

i f (  orderX2) { 
r = (order-l) /2; 
*hZero = *hZero * alpha; 
*pZero = *pZero * alpha; 
1 
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e l s e  I 
r = order/2; 
1 

for(i=I; i<=r; i++) I 
aa[ i ]  = aa[ i 1 * olphaSqrd; 
cc[ i ] = cc[ i 1 * alphaSqrd; 
bb[ i ]  = bb[i] * alpha; 
1 

1 
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Bessel Filters 

Bessel filters are designed to have maximally flat group-delay characteristics. 
As a consequence, there is no ringing in the impulse and step responses. 

6.1 Transfer Function 

The general expression for the transfer function of an n th-order Bessel 
lowpass filter is given by 

n 

where qn(s)  = 1 bksk 
k = l  

(2n - k)! 
k!(n - k)! bk = 2"- k 

The following recursion can be used to determine qn(s) from P , - ~ ( S )  and 
Qn - 2(s): 

qn =(2n -1)qn- ,+s2qn- ,  

Table 6.1 lists qn(s)  for n = 2 through n = 8. These values were generated by 
the C function besselCoefficients( ) provided in Listing 6.1. This function is 
used by other Bessel filter routines presented later in tihis section. 

Unlike the transfer function for Butterworth and Chebyshev filters, Eq. 
(6.1) does not provide an explicit expression for the poles of the Bessel filter. 
The numerator of (6.1) will be a polynomial in s, upon which numerical 
root-finding methods (such as Algorithm 2.1) must be used to determine the 
pole locations for H(s). Table 6.2 lists approximate pole locations for n = 2  
through n =8. 

109 
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TABLE 6.1 Denominator Polynomials for Transfer Functions of Bessel Filters Normalized to 
Have Unit Delay at w = O  

n 

s 2 + 3 s + 3  
s3 +6sZ + 15s + 15 
s4 + 10s3 + 45s2+ 105s + 105 
s6  + 15s4 + loss3 + 420s’ + 945s + 945 
s6+ 21s’ + 210s4 + 1260s3 + 4725s’ + 10,395s + 10,395 
s7  + 28s‘ + 378s‘ + 3150s4 + 1 7 , 3 2 5 ~ ~  +62,370s2 + 135,135s + 135,135 
s8 + 36s7 + 630s6 + 6930s5 + 9450s4 + 270,270~~ + 945,945~~ + 2,027,025s + 2,027,025 

TABLE 6.2 Poles of Bessel Filter Normallzed 
to Have Unit Delay at w = O  

n 

2 
3 

4 

5 

6 

7 

8 

Pole values 

-1.5 k 0.8660j 

- 1.8390 k 1.75433’ 
-2.1039 k 2.6575j 
-2.8961 0.8672j 

- 2.3247 k 3.57101’ 
-3.3520 f 1.74273’ 
-2.5158 4.4927j 
-3.7357 k 2.62633’ 
- 4.2484 0.86753’ 

-2.6857 f 5.4206j 
-4.0701 rt 3.5173j 
-4.7584 & 1.73935’ 
- 5.2049 f 2.6162j 
-4.3683 f 4.41463’ 
-2.8388 f 6.3540j 
-5.5878 f 0.8676j 

- 2.3222 

- 3.6467 

-4.9716 

The transfer functions given by (6.1) are for Bessel filters normalized to 
have unit delay at w = 0. The poles P k  and denominator coefficients bk can be 
renormalized for a 3-dB frequency of w = 1 using 

ph = Ap, b‘ k -  - A n P k  bk 

where the value of A appropriate for n is selected from Table 6.3. (The 
values from the tabIe have been incorporated in the besselCoefficient( ) 
function.) 
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TABLE 6.3 Factors for Renormallzing Bessel 
Filter Poles from Unit Delay at o = O  to 
3-dB Attenuation at o =1 

n A 

2 1.35994 
3 1.74993 
4 2.13011 
5 2.42003 
6 2.69996 
7 2.95000 
8 3.17002 

6.2 Frequency Response 

Figures 6.1 and 6.2 show the magnitude responses for Bessel filters of several 
different orders. The frequency response data was generated by the C routine 
besselFreqResponse( ), which is provided in Listing 6.2. 

6.3 Group Delay 

Group delays for lowpass Bessel filters of several different orders are plotted 
in Fig. 6.3. The data for these plots was generated by the C function 
besselGroupDelay( ), provided in Listing 6.3, which performs numerical 
differentiation of the phase response to evaluate the group delay. 
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Figure 6.1 Pass-band magnitude response of lowpass Bessel filters. 
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Figure 8.3 Group-delay response of lowpass Bessel filters. 
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m i d  b e s s e l C o e f f i c i e n t s i  int  Order, 
char tyyeOftiormal i r a t  ion, 
real corfll) 

I 
i r i t  i ,  t i ,  i ndex ,  inu 'ed l l ,  iridexfl2; 
rea l  P[31[llRXORDER]; 
r e a l  A ,  renorn[flflXORDER], 

renorm[2] - 6.72675; 
renorm[3] = B I 571 45 ;  
renorm[S] = 8.46946; 
renorm[5] = 8.41 322; 
renorm[6] = 8.37038;  
renorm[?] = 8.33898; 
renorm[B] - 8. 31 546; 
A E renorm[order l ;  

index = 1 ; 
iridexfll = 0; 
indexfi2 = 2; 

for+( i-8; i<i3*tlflXDRDER); i++) B[O] [ i ]  = 8; 
ersimi = L A ;  
er~irei = 1.8 ;  
B [ l l l l l  = 1.8;  

f o r (  N=2; N<=order; N++) 
I 
i rldex - ( i ridex+ 1 1x3; 
irtdexll l i ( index f i t  + ljX3; 
iridexll2 = ( indexll2 + 1 )X3; 

f o r (  i43; icN; i + + )  
( 
8 [ i n d e x l [ i ]  = (2*N-1) * B [ i n d e x f l l l [ i ] ;  
I 

for( i-2; ic - t i ;  i+*) 
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1 1 0  i d besse IFrcqResponse( i r i t  order ,  
r e a l  c o e f l l ,  
r e a l  f requencq, 
r c a  I *magn i t ude , 
r e a  I *phase) 

I 
s t r u c t  complcr riumer I omega, denom, t rans fe rFunc t  i un ,  
int i ;  

nuner - cmplxl, coe f [B I ,  8.0); 
omega = cmplxI  6.8, frequency); 
denob = c r p l x l  c o e f l o r d e r l ,  R.0); 

f o r (  i=order-1;  i M ;  i--1 
I 
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denom - cflu I t  (omega , denom) ; 
denom.Re = denoa.Re + coef [  i 1; 
1 

t r ons fe rFunc t  i on  - c D i v l  numer, denom); 

"aagnitude = 28.8 * Iogl8(cRbs(transferFunct i o n ) ) ;  
*phase = 188.8 * o rg ( t rons fe rFunc t ian )  / PI; 
r e t u r n ;  
1 

l ~ o i d  besselGrnupDelay( icit o rder ,  
r-ea I coef [ I ,  
r e a  I frequency , 
reai d e l t a ,  
real *groupDe 

I 
s t r u c t  complex nuser, omega, otnegaPlus, 
int  i ;  
real p h a s e ,  phase?, 

numer = cmplx! coefI01, @ . @ I ;  
denom = cmplx! c o e f [ o r d e r l ,  8.6); 
omega = cmpix l  8 . 8 ,  f requency);  

f o r (  i -o rder -1 ;  i>-B; i - - j  I 
denon - cllu I t (omega , denom) ; 

dennn.Re = danom.Re + c o e f [ i l ;  
1 

t rons ferFunc t  i on  = cDiui numer, denom); 
phase = a rg ( t rans fe rFunc t  ion) ;  

denon = cmplx( coe . f [o rder l ,  El,@); 
omegaPlus = c m p l x ( Q . 8 ,  f requency + d e l t a ) ;  

denom, t rans ferFur ic t  ion; 

f o r (  i so rde r - I ;  i>=8; i - - )  
denom = cnu I t (omegoP I u s  , denon); 
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denon.He - denom.Re + c o e f [ i ] ;  
I 

t r a n s  ferFunct i on - c0 i u( numer , denom j ; 
phase2 = arg( t ransferFunct  i o n ) ;  
*groupDelay - (phase2 - p h a w ) / d e l t a ;  
r e t u r n ;  
1 



Chapter 

7 
Fu nda me n ta Is of Dig i ta I 

Signal Processi ng 

Digital signal processing (DSP) is based on the fact that an analog signal can 
be digitized and input to a general-purpose digital computer or special- 
purpose digital processor. Once this is accomplished, we are free to perform 
all sorts of mathematical operations on the sequence of digital data samples 
inside the processor. Some of these operations are simply digital versions of 
classical analog techniques, while others have no counterpart in analog 
circuit devices or processing methods. This chapter covers digitization and 
introduces the various types of processing that can be performed on the 
sequence of digital values once they are inside the processor. 

7.1 Digitization 

Digitization is the process of converting an analog signal such as a time- 
varying voltage or current into a sequence of digital values. Digitization 
actually involves two distinct parts-sampling and quabztization-which are 
usually analyzed separately for the sake of convenience and simplicity. Three 
basic types of sampling, shown in Fig. 7.1, are ideal, instaataneous, and natural. 
From the illustration we can see that the sampling proctess converts a signal 
that is defined over a continuous time interval into a signal that has nonzero 
amplitude values only at discrete instants of time (as in ideal sampling) or over 
a number of discretely separate but internally continuous subintervals of time 
(as in instantaneous and natural sampling). The signal that results from a 
sampling process is called a sampled -data signal. The signals resulting from 
ideal sampling are also referred to as discrete-time signals. 

Each of the three basic sampling types occurs a t  different places within a 
DSP system. The output from a sample-and-hold amplifier or a digital-to- 
analog converter (DAC) is an instantaneously sampled signal. In the output 

117 
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( C )  

d 
Figure 7.1 An analog signal (a)  and three different types of sampling: ( b )  
ideal, (c) instantaneous, and ( d )  natural. 

of a practical analog-to-digital converter (ADC) used to sample a signal, each 
sample will of course exist for some nonzero interval of time. However, 
within the software of the digital processor, these values can still be inter- 
preted as the amplitudes for a sequence of ideal samples. In fact, this is 
almost always the best approach since the ideal sampling model results in the 
simplest processing for most applications. Natural sampling is encountered 
in the analysis of the analog multiplexing that is often performed prior to 
A/D conversion in multiple-signal systems. In all three of the sampling 
approaches presented, the sample values are free to assume any appropriate 
value from the continuum of possible analog signal values. 

Quantization is the part of digitization that is concerned with converting 
the amplitudes of an analog signal into values that can be represented by 
binary numbers having some finite number of bits. A quantized, or discrete- 
valued, signal is shown in Fig. 7.2. The sampling and quantization processes 
will introduce some significant changes in the spectrum of a digitized signal. 
The details of the changes will depend upon both the precision of the 
quantization operation and the particular sampling model that most aptly fits 
the actual situation. 
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( 0 )  ( b )  

Figure 7.2 An analog signal (a) and the corresponding quantized signal 
(b). 

Ideal sampling 

In ideal sampling, the sampled-data signal, as shown in Fig. 7.3, comprises a 
sequence of uniformly spaced impulses, with the weight of each impulse equal 
to the amplitude of the analog signal at  the corresponding instant in time. 
Although not mathematically rigorous, it is convenient to think of the 
sampled-data signal as the result of multiplying the analog signal x ( t )  by a 
periodic train of unit impulses: 

m 

xs(.) = x ( t )  C 6(t  - n T )  

Based upon property 11 from Table 1.5, this means that the spectrum of the 
sampled-data signal could be obtained by convolving the spectrum of the 
analog signal with the spectrum of the impulse train: 

n =  --OD 

As illustrated in Fig. 7.4, this convolution produces copies, or images, of the 
original spectrum that are periodically repeated along the frequency axis. 
Each of the images is an exact (to within a scaling factor) copy of the 

B 
Figure 7.3 Ideal sampling. 
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Figure 7.4 Spectrum of an ideally sampled signal. 

original spectrum. The center-to-center spacing of the images is equal to the 
sampling rate f,, and the edge-to-edge spacing is equal to f, - 2fH. As long as 
f, is greater than 2 times fH, the original signal can be recovered by a lowpass 
filtering operation that removes the extra images introduced by the sampling. 

Sampling rate selection 

I f f ,  is less than 2fH, the images will overlap, or alias, as shown in Fig. 7.5, 
and recovery of the original signal will not be possible. The minimum 
alias-free sampling rate of 2fH is called the Nyquist rate. A signal sampled 
exactly a t  its Nyquist rate is said to be critically sampled. 

Uniform sampling theorem. If the spectrum X(f) of a function x( t )  vanishes 
beyond a n  upper frequency of fH Hz or oH rad/s, then x(t) can be com- 
pletely determined by its values a t  uniform intervals of less than 1/(2fH) or 
n/w. If sampled within these constraints, the original function x(t) can be 
reconstructed from the samples by 

m sin[2fs(t - nT)] 
x(t) = c x(nT)  

n =  -00  2f,@ - nT)  

where T is the sampling interval. 

Since practical signals cannot be strictly band-limited, sampling of a 
real-world signal must be performed at  a rate greater than 2fH where the 
signal is known to have negligible (that is, typically less than 1 percent) 
spectral energy above the frequency of fH. When designing a signal process- 
ing system, we will rarely, if ever, have reliable information concerning the 
exact spectral occupancy of the noisy real-world signals that our system will 
eventually face. Consequently, in most practical design situations, a value is 
selected for fH based upon the requirements of the particular application, and 
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Figure 7.5 Aliasing due to overlap of spectral images. 

then the signal is lowpass-filtered prior to sampling. Filters used for this 
purpose are called antialiasing filters or guard filters. The sample-rate selec- 
tion and guard filter design are coordinated so that the filter provides 
attenuation of 40 dB or more for all frequencies above f,/2. The spectrum of 
an ideally sampled practical signal is shown in Fig. 7.6. Although some 
aliasing does occur, the aliased components are suppressed at  least 40 dB 
below the desired components. Antialias filtering must be performed prior to 
sampling. In general, there is no way to eliminate aliasing once a signal has 
been improperly sampled. The particular type (Butterworth, Chebyshev, 
Bessel, Cauer, and so on) and order of the filter should be chosen to provide 
the necessary stop-band attenuation while preserving the pass-band charac- 
teristics most important to the intended application. 

instantaneous sampling 

In instantaneous sampling, each sample has a nonzero width and a flat top. 
As shown in Fig. 7.7, the sampled-data signal resulting from instantaneous 
sampling can be viewed as the result of convolving a sample pulse p( t )  with 
an ideally sampled version of the analog signal. The resulting sampled-data 
signal can thus be expressed as 

where p( t )  is a single rectangular sampling pulse and x( t )  is the original 
analog signal. Based upon property 10 from Table 1.5, this means that the 
spectrum of the instantaneous sampled-data signal can be obtained by multi- 
plying the spectrum of the sample pulse with the spectrum of the ideally 
sampled signal: 
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( 0 )  

-40 

I I 

I I \  

Flgure 7.6 Spectrum of an ideally sampled practical signal: (a) spectrum of raw 
analog signal, (b) spectrum after lowpass filtering, and (c) spectrum after sam- 
pling. 

As shown in Fig. 7.8, the resulting spectrum is similar to the spectrum 
produced by ideal sampling. The only difference is the amplitude distortion 
introduced by the spectrum of the sampling pulse. This distortion is some- 
times called the aperture effect. Notice that distortion is present in all the 
images, including the one at  base-band. The distortion will be less severe for 
narrow sampling pulses. As the pulses become extremely narrow, instanta- 
neous sampling begins to look just like ideal sampling, and distortion due to 
the aperture effect all but disappears. 
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* 

Figure 7.7 Instantaneous sampling. 

I X ( f )  

(a )  

I f 

0 

0 

Figure 7.8 Spectrum of an instantaneously sampled signal is 
equal to the spectrum (a )  of an ideally sampled signal multi- 
plied by the spectrum ( b )  of 1 sampling pulse. 

Natural sampling 

In natural sampling, each sample’s amplitude follows the analog signal’s 
amplitude throughout the sample’s duration. As shown in Fig. 7.9, this is 
mathematically equivalent to multiplying the analog signal by a periodic 
train of rectangular pulses: 
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Figure 7.9 Natural sampling. 

The spectrum of a naturally sampled signal is found by convolving the 
spectrum of the analog signal with the spectrum of the sampling pulse train: 

1 m 

F[%(.)l = X ( f >  * p(f)  f, 1 w- 4 s )  [ m =  --a, 

As shown in Fig. 7.10, the resulting spectrum will be similar to the spectrum 
produced by instantaneous sampling. In instantaneous sampling, all frequen- 

0 

0 

Figure 7.10 Spectrum (c) of a naturally sampled signal is 
equal to the spectum (a) of the analog signal multiplied by 
the spectrum (b) of the sampling pulse train. 
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cies of the sampled signal’s spectrum are attenuated by the spectrum of the 
sampling pulse, while in natural sampling each image of the basic spectrum 
will be attenuated by a factor that is equal to the value of the sampling 
pulse’s spectrum a t  the center frequency of the image. In communications 
theory, natural sampling is called shaped-top pulse amplitude modulation. 

Discrete-time signals 

In the discussion so far, weighted impulses have been used to represent 
individual sample values in a discrete-time signal. This was necessary in 
order to use continuous mathematics to connect continuous-time analog 
signal representations with their corresponding discrete-time digital repre- 
sentations. However, once we are operating strictly within the digital or 
discrete-time realms, we can dispense with the Dirac delta impulse and adopt 
in its place the unit sample function, which is much easier to work with. The 
unit sample function is also referred to as a Kronecker delta impulse (Cadzow 
1973). Figure 7.11 shows both the Dirac delta and Kronecker delta represen- 
tations for a typical signal. In the function sampled using a Dirac impulse 
train, the independent variable is continuous time t ,  and integer multiples of 
the sampling interval T are used to explicitly define the discrete sampling 
instants. On the other hand, the Kronecker delta notation assumes uniform 

0 2T 4T 6T 8T 

Figure 7.11 Sampling with Dimc 
and Kronecker impulses: (a) 
continuous signal, ( b )  sampling 
with Dirac impulses, and (c) 
sampling with Kronecker im- 
pulses. 

0 1 2 3 4 5 6 7 8 9  
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sampling with an implicitly defined sampling interval. The independent 
variable is the integer-valued index n whose values correspond to the dis- 
crete instants at which samples can occur. In most theoretical work, the 
implicitly defined sampling interval is dispensed with completely by treating 
all the discrete-time functions as though they have been normalized by 
setting T = 1. 

Notation 

Writers in the field of digital-signal processing are faced with the problem of 
finding a convenient notational way to distinguish between continuous-time 
functions and discrete-time functions. Since the early 1970s, a number of 
different approaches have appeared in the literature, but none of the 
schemes advanced so far have been perfectly suited for all situations. In 
fact, some authors use two or more different notational schemes within 
different parts of the same book. In keeping with long-established mathe- 
matical practice, functions of a continuous variable are almost universally 
denoted with the independent variable enclosed in parentheses: x(t) ,  H(eJ"), 
4 ( f )  and so on. Many authors, such as Oppenheim and Schafer (1975), 
Rabiner and Gold (1975), and Roberts and Mullis (1987), make no real 
notational distinction between functions of continuous variables and func- 
tions of discrete variables, and instead rely on context to convey the distinc- 
tion. This approach, while easy for the writer, can be very confusing for the 
reader. Another approach involves using subscripts for functions of a dis- 
crete variable: 

xk A x ( k T )  

H ,  4 H(eJno) 

4m A 4(mF)  

This approach quickly becomes typographically unwieldy when the indepen- 
dent variable is represented by a complicated expression. A fairly recent 
practice (Oppenheim and Schafer 1989) uses parentheses ( ) to enclose the 
independent variable of continuous-variable functions and brackets [ 3 to 
enclose the independent variable of discrete-variable functions: 

~ [ k ]  = x(KT) 

H [ n ]  = H(eJno) 

4[mI = 4(mF) 

For the remainder of this book, we will adopt this practice and just remind 
ourselves to be careful in situations where the bracket notation for discrete- 
variable functions could be confused with the bracket notation used for 
arrays in the C language. 
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7.2 Discrete-Time Fourier Transform 

The Fourier series given by Eq. (1.140) can be rewritten to make use of the 
discrete sequence notation that was introduced in Sec. 7.1: 

m 

x( t )  = 1 X [ n ]  elPnnFt 
n =  - m  

1 
where F = - = sample spacing in the frequency domain 

t0 

to = period of x ( t )  

Likewise, Eq. (1.141) can be written as 

X [ n ]  = - x ( t )  e--jnPnFt dt 
to  's t o  

The fact that the signal x ( t )  and sequence F [ n ]  form a Fourier series pair 
with a frequency domain sampling interval of F can be indicated as 

Discrete-time Fourier transform 

In Sec. 7.1 the results concerning the impact of sampling upon a signal's 
spectrum were obtained using the continuous-time Fourier transform in 
conjunction with a periodic train of Dirac impulses to model the sampling of 
the continuous-time signal x ( t ) .  Once we have defined a discrete-time se- 
quence x[n] ,  the discrete-time Fourier transform (DTFT) can be used to obtain 
the corresponding spectrum directly from the sequence without having to 
resort to impulses and continuous-time Fourier analysis. 

The discrete-time Fourier transform, which links the discrete-time and 
continuous-frequency domain, is defined by 

n, 

X(ejoT) = C x[n] e -JonT 
n =  --oo 

and the corresponding inverse is given by 

1 rrr 

(7.2) 

If Eqs. (7.1) and (7.2) are compared to the DTFT definitions given by certain 
texts (Oppenheim and Schafer 1975; Oppenheim and Schafer 1989; Rabiner 
and Gold 1975), an apparent disagreement will be found. The cited texts 
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define the DTFT and its inverse as 

(7.3) 

(7.4) 

The disagreement is due to the notation used by these texts, in which o is used 
t o  denote the digital frequency given by 

where R = analog frequency 
F, = sampling frequency 
T = sampling interval 

In most DSP books other than the three cited above, the analog frequency is 
denoted by o rather than by R. Whether w or R is the “natural” choice for 
denoting analog frequency depends upon the overall approach taken in 
developing Fourier analysis of sequences. Books that begin with sequences, and 
then proceed on to Fourier analysis of sequences, and finally tie sequences to 
analog signals via sampling tend to use o for the first frequency variable 
encountered which is digital frequency. Other books that begin with analog 
theory and then move on to sampling and sequences, tend to use o for the first 
frequency variable encountered which is analog frequency. In this book, we will 
adopt the convention used by Peled and Liu (1976) denoting analog frequency by 
w and digital frequency by 2 = oT. The function X(eJWT) is periodic with a period 
of op = 271/T, and X(eJi )  is periodic with a period of AP = 271. 

Independent of the o versus R controversy, the notation X(eJwT) or X(eJA) is 
commonly used rather than X ( o )  or X(A) so that the form of (7.1) remains similar 
to the form of the z transform given in Sec. 5.1 which is 

X(2)  = c x[nl 2-”  
n =  - 3 0  

(7.5) 

If elw is substituted for z in (7.5), the result is identical to (7.1). This indicates 
that the DTFT is nothing more than the z transform evaluated on the unit circle. 
[Note: eJo = cos w + j  sin o, 0 5 w 5 271, does in fact define the unit circle in the 
z plane since leJ“I = (cos2 o + sin2 o)’” = 11. 

Convergence conditions 

If the time sequence x[n]  satisfies 
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then X(eJUT) exists and the series in (7.1) converges uniformly to X(eJWT). If 
x[n]  satisfies 

f lx[n112 < 
n =  --m 

then X(eJWT) exists and the series in (7.1) converges in a mean-square sense to 
X(eJwT), that is, 

r x  

M 
where X d e j U T )  = C x[n]  e-jonT 

The function XM(ejwT) is a form of the Dirichlet kernel discussed in Sec. 11.2. 

n =  - M  

Relationship to Fourier series 

Since the Fourier series represents a periodic continuous-time function in 
terms of a discrete-frequency function, and the DTFT represents a discrete- 
time function in terms of a periodic continuous-frequency function, we might 
suspect that some sort of duality exists between the Fourier series and DTFT. 
It turns out that such a duality does indeed exist. Specifically if 

DTFT 
f [ k ]  t----f F(ejUT) 

and we set 

then 

7.3 Discrete-Time Systems 

In Chap. 2 we saw how continuous-time systems such as filters and amplifiers 
can accept analog input signals and operate upon them to produce different 
analog output signals. Discrete-time systems perform essentially the same role 
for digital or discrete-time signals. 

Difference equations 

Although I have deliberately avoided discussing differential equations and 
their accompanying headaches in the analysis of analog systems, difference 
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equations are much easier to work with, and they play an important role in 
the analysis and synthesis of discrete-time systems. A discrete-time, linear, 
time-invariant (or if you prefer, shift-invariant) (DTLTI or  DTLSI) system, 
which accepts an input sequence x[n]  and produces an output sequence y [ n ] ,  
can be described by a linear difference equation of the form 

y[nI + a,y[n  - 13 + a,y[n - 21 + . . . + a,y[n - kl 

= b, x[n]  + b, x[n - 11 + b, x [ n  - 21 + . . . + bk x [ n  - K ]  (7.6) 

Such a difference equation can describe a DTLTI system having any initial 
conditions as long as they are specified. This is in contrast to the discrete- 
convolution and discrete-transfer function that are limited to describing 
digital filters that are initially relaxed (that is, all inputs and outputs are 
initially zero). In general, the computation of the output y [n]  a t  point n using 
Eq. (7.6) will involve previous outputs y [ n  - 11, y [ n  - 21, y [ n  - 31, and so on. 
However, in some filters, ail of the coefficients a,, a,, . . . , a, are equal to zero, 
thus yielding 

y [ n ]  = b, x[n]  + b, x[n - I] + b, x[n  - 21 + .  . . + b, x [ n  - K] (7.7) 

in which the computation of y[n]  does not involve previous output values. 
Difference equations involving previous output values are called recursive 
difference equations, and equations in the form of (7.7) are called nonrecursive 
difference eg uations. 

Example 7.1 Determine a nonrecursive difference equation for a simple moving-average 
lowpass filter in which the output at n = z is equal to the arithmetic average of the five 
inputs from n = z - 4 through n = i. 
solutlon The desired difference equation is given by 

~ [ n ]  + ~ [ n  - 11 + ~ [ n  - 21 + ~ [ n  - 31 + X [ T Z  - 41 
5 ~ [ n l  = 

= O . ~ X [ T Z ]  + 0 . 2 ~ [ n  - 11 + 0 . 2 ~ [ n  - 21 + 0.2~[n  - 31 + 0 .2~[n  - 41 (7.8) 

Relating this to the standard form of Eq. (7.7), we find k = 4, b, = 0 for all i, and 
a, = a, = a2 = a3 = a4 = 0.2. 

Discrete convolution 

A discrete-time system’s impulse response is the output response produced 
when a unit sample function is applied to the input of the previously relaxed 
system. As we might expect from our experiences with continuous systems, 
we can obtain the output y [ n ]  due to any input by performing a discrete 
convolution of the input signal x[n]  and the impulse response h[n] .  This 
discrete convolution is given by 

m 

y[nI = c h[ml x[n - ml 
m = O  
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If the impulse response has nonzero values a t  an infinite number of points 
along the discrete-time axis, a digital filter having such an impulse response 
is called an infinite-impulse response (IIR) filter. On the other hand, if 
h[m] = 0 for all m 2 M ,  the filter is called a finite-impulse response (FIR) 
filter. and the convolution summation can be rewritten as 

M -  1 

y[nI = c MmI x [ n  - ml 
m = O  

FIR filters are also called transversal filters. 

Example 7.2 For the moving-average filter described in Example 7.1, obtain the filter’s 
impulse response. 

solution The filter’s impulse response h[n]  can be obtained by direct evaluation of Eq. 
(7.8) for the case of x[n]  equal to the unit sample function: 

1 n=O 
0 n f O  

h[n] = y [ n ]  for x[n]  = 

Thus, 
0.2 O I n 5 4  
0 otherwise 

h[n] = 

The following summation identities will often prove useful in the evaluation 
of convolution summations: 

(7.9) 

(7.10) 
G! N 

1 mn=- ( l - aN-Nc lN+NuN+l )  G! #1 
n = O  (1 - 

G! N 

C n2mn=- [( 1 + a)( 1 - G!”) - 2( 1 - G!)NG!~ - (1  - N2 t lN] G! # 1 
n = O  (1 - a)3 

(7.11) 

7.4 Diagramming Discrete-Time Systems 

Block diagrams 

As is the case for continuous-time systems, block diagrams are useful in the 
design and analysis of discrete-time systems. Construction of block diagrams 
for discrete time systems involves three basic building blocks: the unit-delay 
element, multiplier, and summer. 

Unit-delay element. As its name implies, a unit-delay element generates an 
output that is identical to its input delayed by 1 sample interval: 

y[K] = x[K - 11 
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Figure 7.12 Block diagram repre- 
sentation of a unit-delay ele- 

U ment. 

The unit-delay element is usually drawn as shown in Fig. 7.12. The term z- '  
is used to denote a unit delay because delaying a discrete-time signal by 1 
sample time multiplies the signal's z transform by z - ' .  (See property 5 in 
Table 9.4.) Delays of p sample times may be depicted a s p  unit delays in series 
or as a box enclosing z P p .  

Multiplier. A multiplier generates as output the product of a fixed constant 
and the input signal 

Y W I  = a X[kI 

A multiplier can be drawn in any of the ways shown in Fig. 7.13. The form 
shown in Fig. 7 . 1 3 ~  is usually reserved for adaptive filters and other situa- 
tions where the factor a is not constant. [Note that a system containing 
multiplication by a nonconstant factor would not be a linear time-invariant 
(LTI) system!] 

Summer. A summer adds two or more discrete-time signals to generate the 
discrete-time output signal: 

Figure 7.13 Block diagram repre- 
sentations of a multiplier. 
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4 k I  
<“I Figure 7.14 Block diagram repre. 

X d k I  sentations of a summer. 

A summer is depicted using one of the forms shown in Fig. 7.14. A negative 
sign can be placed next to a summer’s input paths as required to indicate a 
signal that is to be subtracted rather than added. 

Example 7.3 Draw a block diagram for a simple movingaverage lowpass filter in which 
the output at k = i is equal to the arithmetic average of the three inputs for k = i - 2 
through k = i. 

solution The difference equation for the desired filter is 

The block diagram for this filter will be as shown in Fig. 7.15. It should be noted that 
block diagram representations are in general not unique and that a given system can be 
represented in several different ways. 

Example 7.4 Draw alternative block diagrams for the filter of Example 7.3 

solution Since multiplication distributes over addition, the difference equation can be 
rewritten as 

y[kI = 1/3{x[kI + x [ k  - 11 + x [ k  - 21) 

and the block diagram can be redrawn as shown in Fig. 7.16. 

- 

Figure 7.15 Block diagram for Example 7.3. 
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Figure 7.16 Block diagram for Example 7.4. 

Signal flow graphs 

A modified form of a directed graph, called a signal flow graph (SFT), can be 
used to depict all the same information as a block diagram but in a more 
compact form. Consider the block diagram in Fig. 7.17 which has some 
labeled points added for ease of reference. The oriented graph, or directed 
graph, for this system is obtained by replacing each multiplier, each connect- 
ing branch, and each delay element with a directed line segment called an 
edge. Furthermore, each branching point and each adder is replaced by a 
point called a node. The resulting graph is shown in Fig. 7.18. A signal flow 
graph is obtained by associating a signal with each node and a linear 
operation with each edge of the directed graph. The node weights correspond 
to signals present within the discrete-time system. Associated with each edge 
is the linear operation (delay or constant gain) that must be performed upon 
the signal associated with the edge's from node in order to obtain the signal 
associated with the edge's to node. For a node which is the to node for two or 
more edges, the signal associated with the node is the sum of all the signals 
produced by the incoming edges. For the graph shown in Fig. 7.18, the 

d 

I 1/3 I 
- 

Figure 7.17 Block diagram of a discrete-time system. 

\ 
Figure 7.18 Directed graph corresponding to the 
block diagram of Fig. 7.17. 
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Figure 7.19 Signal flow graph derived from the 
directed graph of Fig. 7.18. 

following correpondences can be identified: 

Node a :  

Node b:  

Node c: 

Node d :  

Edge (a, b): 

Edge (c, d ) :  

Edge (a, d ) :  

Edge (b, c): 

Edge (c, d ) :  

xtkl 

x [ k  - 11 

' / , x [ k  - 11 

summer producing 34/21 

first delay element 

second delay element 

bottom multiplier 

top multiplier 

unity gain connection from point c to summer 

The resulting signal flow graph is shown in Fig. 7.19. It is customary to use 
multiplication by z- '  as a shorthand notation for unit delay, even though the 
signals in an  SFG are time domain signals, and multiplication by z-' is a 
frequency domain operation. 
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Discrete Fourier Transform 

The Fourier series (FS), introduced in Chap. 1, links the continuous-time 
domain to the discrete-frequency domain; and the Fourier transform (FT) 
links the continuous-time domain to the continuous-frequency domain. The 
discrete-time Fourier transform (DTFT), introduced in Sec. 7.2, links the 
discrete-time domain to  the continuous-frequency domain. In this chapter, we 
examine the discrete Fourier transform (DFT) which links the discrete-time 
and discrete-frequency domains. A complete treatment of the design and 
coding of DFT algorithms can fill volumes (see Brigham 1975; Burrus and 
Parks 1984; Nussbaumer 1981). Rather than attempt complete coverage of 
DFTs, this chapter presents only those aspects that are germane to  the design 
of digital filters. Coverage of the so-called fast algorithms for implementation 
of the DFT is limited to one specific type of algorithm along with an ex- 
amination of the computational savings that fast algorithms can provide. 

8.1 Discrete Fourier Transform 

The discrete Fourier transform and its inverse are given by 
N -  1 

X[m] = 1 x[n] e-JPamnFT m = 0,1 , .  . . , N - 1 (8. l a )  
n = O  

N -  1 N - -  1 

= c r[n] cos(2nmnFT) + j  1 x[n] sin(2nmnFT) ( 8 . l b )  
n = O  n = O  

N -  1 

x[n] = 1 X[m] ejZnmnFT n = 0 , 1 , .  . . , N -- 1 (8.2a) 
m = O  

N - 1  N -  1 

= 1 X[m] cos(2nmnFT) + j C X[m] sin(2nmnFT) (8.2b) 

It  is a common practice in the DSP literature to “bury the details” of Eqs. 

m = O  m = O  

137 
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(8.1) and (8.2) by defining WN = eJPrrIN = 
as 

and rewriting (8.1~) and (8 .2~)  

N - l  
X[m]  = 1 x[n] W,"" 

x[n] = c X [ m ]  wy 
n = O  

N -  1 

m=O 

(8.3) 

(8.4) 

Since the exponents in (8.3) and (8.4) differ only in sign, another common 
practice in writing DFT software is to write only a single routine that can 
evaluate either (8.3) or (8.4) depending upon the value of an input flag being 
equal to +1 or -1. Back in the ''olden days," when memory and disk space 
were expensive, this was a big deal; but these days, having two separate 
routines may pay for itself in terms of clarity, execution speed, and simplified 
calling sequences. 

Parameter selection 

In designing a DFT for a particular application, values must be chosen for 
the parameters N, T, and F. N is the number of time sequence values x[n] 
over which the DFT summation is performed to compute each frequency 
sequence value. I t  is also the total number of frequency sequence values X[m]  
produced by the DFT. For convenience, the complete set of N consecutive 
time sequence values is referred to as the input record, and the complete set 
of N consecutive frequency sequence values is called the output record. T is 
the time interval between two consecutive samples of the input sequence, and 
F is the frequency interval between two consecutive samples of the output 
sequence. The selection of values for N,  F, and T is subject to the following 
constraints, which are a consequence of the sampling theorem and the 
inherent properties of the DFT: 

1. The inherent properties of the DFT require that FNT = 1. 

2. The sampling theorem requires that T 

3. The record length in time is equal to NT or 1/F. 
4 .  Many fast DFT algorithms (such as the one discussed in Sec. 8.5) require 

1/(2fH), where fH is the highest 
significant frequency component in the continuous-time signal. 

that N be an  integer power of 2. 

Example 8.1 Choose values of N ,  F, and T given that F must be 5 H z  or less, N must be 
an integer power of 2, and the bandwidth of the input signal is 300 Hz. For the values 
chosen, determine the longest signal that can fit into a single input record. 

solution From constraint 2 above, T < 1/(2fH). Since f, = 300 Hz, T < 1.66 ms. If we select 
F = 5 and T = 0.0016, then N 2 125. Since N must be an  integer power of 2, then we 
choose N = 128 = Z7, and F becomes 4.883 Hz. Using these values, the input record will 
span NT = 204.8 ms. 
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Example 8.2 Assuming that N = 256 and F must be 5 Hz or less, determine the highest 
input-signal bandwidth that can be accommodated without aliasing. 

solution Since FNT = 1, then T 2 781.25 ps.  This corresponds to a maximum fH of 640 Hz. 

Periodicity 

A periodic function of time will have a discrete-frequency spectrum, and a 
discrete-time functon will have a spectrum that is periodic. Since theDFT 
relates a discrete-time function to  a corresponding discrete-frequency func- 
tion, this implies that both the time function and frequency function are 
periodic as well as discrete. This means that some care must be exercised in 
selecting DFT parameters and in interpreting DFT results, but it does not 
mean that the DFT can be used only on periodic digital signals. Based on the 
DFT's inherent periodicity, it is a common practice to regard the points from 
n = 1 through n = N / 2  as positive and the points from n = N/2 through 
n = N - 1 as negative. Since both the time and frequency sequences are 
periodic, the values a t  points n = N / 2  through n = N - 1 are in fact equal to 
the values a t  points n = N/2 through n = -1. Under this convention, it is 
convenient to redefine the concept of even and odd sequences: If 
x[N - n] = x[n], the x[n] is even symmetric, and if x [ N  - n] = -x[n], then 
x[n] is odd symmetric or antisymmetric. 

8.2 Properties of the DFT 

The DFT exhibits a number of useful properties and operational relationships 
that are similar to the properties of the continuous Fourier transform 
discussed in Chap. 1. 

Linearity 

The DFT relating x[n] and X[m]: 
DFT 

IDFT 
x[n] e X [ m ]  

is homogeneous 
DFT 

IDFT 
a X[n] I a X[m] 

additive 
DFT 

IDFT 
x[nl + y[nl e X[m] + Y[m] 

and therefore linear 
DFT 

IDFT 
a x[nl + b y[n] e a X[m] + b Y[m] 
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Symmetry 

A certain symmetry exists between a time sequence and the corresponding 
frequency sequence produced by the DFT. Given that x[n]  and X [ m ]  consti- 
tute a DFT pair, that is, 

then 

DFT 

IDFT 
x[n]  e X [ m ]  

DFT 

IDFT 

Time shifting 

A time sequence x[n] can be shifted in time by subtracting an  integer from n. 
Shifting the time sequence will cause the corresponding frequency sequence 
to be phase-shifted. Specifically, given 

x[n]  X [ m ]  
IDFT 

then 
DFT 

IDFT 
x [ n  - k ]  e X [ m ]  e--jznmklN 

Frequency shifting 

Time sequence modulation is accomplished by multiplying the time sequence 
by an imaginary exponential term eJPnnklN. This will cause a frequency shift of 
the corresponding spectrum. Specifically, given 

then 

DFT 

IDFT 
x[n]  =XX[m] 

x[n]  ejznmklN e X [ m  - k] 
DFT 

IDFT 

Even and odd symmetry 

Consider a time sequence x[n] and the corresponding frequency sequence 
X [ m ]  = X,[m] -i- jX ,  [m] ,  where X,[m] and Xz [m] are real valued. If x[n] is 
even, then X[m]  is real valued and even: 

x [ - n ]  = x [ n ]  o X [ m ]  = X R [ m ]  = X , [ - m ]  

If x[n]  is odd, then X [ m ]  is imaginary and odd: 

x [  -n]  = -x[n]  o X [ m ]  = J X z [ m ]  = - jX,[  -m]  

Real and imaginary properties 

In general, the DFT of a real-valued time sequence will have an even real 
component and an  odd imaginary component. Conversely, an imaginary- 
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valued time sequence will have an odd real component and an even imaginary 
component. Given a time sequence x[n]  = xR [n] + jr, [n] and the correspond- 
ing frequency sequence X [ m ]  = X ,  [m] + j X ,  [m], then 

r[n] = xR[n] o X,[m] = X,[ -m] 

x [ n ]  =jrr[n] o X,[m] = -X,[-m] 

X,[m] = - X I [  -m] 

X,[m] = X , [ - m ]  

8.3 Implementing the DFT 

The C function shown in Listing 8.1 is the “brute-force” implementation of 
Eq. (8.1). This function is an example of grossly inefficient code. The sine and 
cosine operations are each performed N2 times to compute a n  N-point DFT. 
Since 

1 exp( F) = exp[ N 
- 27cj (k  mod N) 

it follows that there are only N different values of phi that need be computed 
in dft( ). We can trade space for speed by precomputing and storing the 
values of sin(phi) and cos(phi) for phi = 0, 1, . . . , N - 1. The resulting 
modified function dft2( ) is presented in Listing 8.2. 

8.4 Fast Fourier Transforms 

Consider the operation of dft2( ) for the case of N = 8. The computation of 
sumRe involves the product of x[n].Re and cosVal[k] for n = 0, 1, . . . ,7. 
For any given value of n, the value of k is determined by the value of m using 

k = mn modulo N 

For N = 8, there are 64 possible combinations of (m, n) and only 8 possible 
values of k .  Obviously, more than 1 combination of (m ,  n) will map into each 
value of k as indicated in Table 8.1. 

TABLE 8.1 Values of k as a Function of (m, n) for an &point DFT 

0 0 
1 0 

2 0 
3 0 

4 0 
5 0 

6 0 
7 0 
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For N = 8, the function dft2( ) computes the product x[Ol.Re*cosVal[O] a 
total of eight times-once for each different value of m. Similarly, the 
product x[4].Re*cosVal[O] is computed a total of four times-nce for each 
odd value of m. A variety of different fast DFT algorithms has been developed 
by reordering and regrouping hheDFT computations so as to minimize or 
eliminate the need for multiple calculation of the same product. 

The expanded equations for computation of X ( 0 )  through X(7)  for an 
&point DFT are listed in Table 8.2. Making use of Eq. (8.5) along with the 
commutative, associative, and distributive properties of addition and multi- 
plication, the equations of Table 8.2 can be rewritten in the form shown in 
Table 8.3. Examination of these equations reveals that  they share many 
common terms that can be computed once and then used as needed without 
having to be computed over again. Use of these common terms is easier to 
understand if the equations are presented in the form of a signal flow graph 
as  in Fig. 8.1. The format of this signal flow graph has been slightly modified 
from the format of Sec. 7.6 in order to reduce the clutter somewhat. In the 
modified format, each circle represents one (possibly complex) addition and 
one (possibly complex) multiplication. The term corresponding to the line 
with the arrowhead entering the circle is multiplied by the constant within 
the circle and then added to the term correesponding to the other line 
entering the circle. The notation W" represents exp( --j27r/N). The computa- 

TABLE 8.2 Equations for Computation of an 8-point DFT 

X(0) =~(O)Wo+x(l)Wo+~(2)Wo+x(3)Wo+x(4)Wo+~(5)Wo+~(6)Wo+r(7)Wo 
x(1)  = x(0)Wo + x(l)W1 +x(2)W2 + ~ ( 3 )  W 3  + x(4)W4 + x ( 5 )  W5 + 46) W6 + 2(7)W7 
X(2) = x(0)W' + x(1) W2 + x(2)W4 + x(3) W6 + x(4) WB + x(5)  W'O + x(6)Wl2 + x(7) W14 
X(3)=~(0)Wo+x(1)W3++2(2)W6+~(3)W9+~(4)W12 + . ~ ( 5 ) W ' ~ + x ( 6 ) W ~ * + x ( 7 ) W ~ '  
x(4)  = ~ ( 0 ) W o + ~ ( 1 ) W 4 + x ( 2 ) W s + ~ ( 3 ) W ' 2  + ~ ( 4 ) W ' ~ + x ( 5 ) W ~ ~ +  x(6)WZ4 +x(7)WZ8 
x (5 )  = X(0)Wo + ~ ( 1 )  W 5  + ~ ( 2 )  W1' + 4 3 )  W15 + 4 4 )  W2' + x(5) WZ5 + x(6)W30 + X ( ~ ) W ~ ~  
X(6) =~(0)Wo+~(1)W6+~(2)W12+x(3)W18+x(4)W24 +x(5)W30+x(6)W36+x(7)W42 
X(7) = r (0 )Wo+x( l )W7+~(2)W14  +x(3)WZ1 t x ( 4 ) W 2 8 + x ( 5 ) W 3 5 + ~ ( 6 ) W 4 2 + x ( 7 ) W 4 9  

TABLE 8.3 Factored Equations for Computation of an 8-point DFT 

x(O)= {[x(O) +x(4)Wol + Wo[x(Z) +x(6)Wo]} + Wo{[x(l) +x(5)W'] + W0[x(3) +x(7)WO]} 
X(l)={[x(O) +x(4)W4] 4- W2[x(2) +x(6)W4]}+ W1{[x(l) +x(5)W4] + W2[x(3) +x(7)W4)} 
X(2)={[x(O) +x(4)Wo] + W4[x(2) +x(6)Wo]} + W2{[x(1) +x(5)Wo] + W4[x(3)+x(7)W0]} 
&3)=([x(O) +x(4)W41 + W6[x(2) +x(6)W4]}+ W3{[x(l)+x(5)W4] + W6[x(3) +x(7)W4]} 
x ( 4 ) =  {[x(O) +x(4)Wol + Wo[x(2) +x(6)Wol} + W4{[x(l) +x(5)Wol + W0[x(3) +x(7)Wo]} 
x ( 5 ) =  {[x(O) +x(4)W4j + W2[x(2) +x(6)W41} + W6{[x(1) +x(5)W41 + W2[x(3) +x(7)W4]] 
X(6)=  { [ d o )  +x(4)Wol + W4[x(2) +x(6)Wo]} + W6{[x(1) +x(5)Wo] + W4[x(3) +x(7)Wo]} 
x ( 7 ) =  { [x (O)  +x(4)W41 + W6[x(2) +x(6)W4]} + W7{[x(1) +x(5)W4] + W[r(.?) + x(7)W4]} 
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Figure 8.1 Signal flow graph representing the equations of Table 8.3. 

tion scheme depicted by Fig. 8.1 can be extended for any value of N that is an 
integer power of 2. A C function fft( ) that implements this scheme is given 
in Listing 8.3. Listings of the support functions bitRev( ), ipow( ), and 
log2( ) are provided in App. A. 

8.5 

Short time-limited signals 

Consider the time-limited continuous-time signal and its continuous spec- 
trum shown in Figs, 8 . 2 ~  and 8.2b. (Remember that a signal cannot be both 
strictly time limited and strictly band limited.) We can sample this signal to 
produce the time sequence shown in Fig. 8 . 2 ~  for input to a DFT. If the input 
record length N is chosen to be longer than the length of the input time 
sequence, the entire sequence can fit within the input record as shown. As 
discussed in Sec. 8.2, the DFT will treat the input sequence as though it is the 
periodic sequence shown in Fig. 8.2d. This will result id a periodic discrete- 
frequency spectrum as shown in Fig. 8.2e. The actual output produced by the 
DFT algorithm will be the sequence of values from rn = 0 to rn = N - 1. Of 
course, there will be some aliasing due to the time-limited nature (and 
consequently unlimited bandwidth) of the input-signal pulse. 

Applying the Discrete Fourier Transform 

Periodic signals 

Consider the band-limited and periodic continuous-time signal and its spec- 
trum shown in Fig. 8.3. We can sample this signal to produce the time 
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Tin Tin Tin 

L 

Figure 8.2 Signals and se- 
quences for the DFT of a short 
time-limited signal. 

Figure 8.3 Signal and sequences 
for the DFT of a periodic signal. 
The length L of the DFT input 
record equals the period of the 
signal. 
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sequence shown in Fig. 8 . 3 ~  for input to the DFT. If the input record length 
N of the DFT is chosen to be exactly equal to the length of 1 period of this 
sequence, the periodic assumption implicit in the DFT will cause the DFT to 
treat the single input record as though it were the complete sequence. The 
corresponding periodic discrete-frequency spectrum is shown in Fig. 8.3d. 
The DFT output sequence will actually consist of just 1 period that matches 
exactly the spectrum of Fig. 8.3b. We could not hope for (or find) a more 
convenient situation. Unfortunately, this realtionship exists only in an 
N-point DFT where the input signal is both band limited and periodic with a 
period of exactly N. 

Long aperiodic signals 

So far we have covered the use of the DFT under relatively favorable 
conditions that are not likely to exist in many important signal processing 
applications. Often the signal to be analyzed will be neither periodic nor 
reasonably time limited. The corresponding sequence of digitized-signal val- 
ues will be longer than the DFT input record and will therefore have to be 
truncated to just N samples before the DFT can be applied. The periodic 
nature of the DFT will cause the truncated sequence of Fig. 8.4b to be 
interpreted as though it were the sequence shown in Fig. 8.4~. Notice that in 
this sequence there is a large discontinuity in the signal a t  the points 
corresponding to the ends of the input record. This will introduce additional 
high-frequency components into the spectrum produced by the DFT. This 

(3 ... 

Figure 8.4 Discontinuities caused 
by truncating the input se- 
quence of a DFT: (a )  long input 
sequence, (b )  truncated input 
sequence; (c) input sequence as 
interpreted by the DFT, and ( d )  
resulting discontinuities. ... '.. .. 

"''...@ 
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phenomenon is called leakage. To reduce the leakage effects, it is a common 
practice to multiply the truncated input sequence by a tapering window prior 
to application of the DFT. A good window shape will taper off a t  the ends of 
the input record but still have a reasonably compact and narrow spectrum. 
This is important since multiplying the time sequence by the window will 
cause the corresponding frequency sequence to be convolved with the spec- 
trum of the window. A narrow window spectrum will cause minimum smear- 
ing of the signal spectrum. Several popular windowing functions and their 
spectra are treated at  length in Chap. 11. 
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v o i d  d f t (  s t r u c t  complex XI], 
s t r u c t  complex x x [ l ,  
int  ti) 

{ 
i r i t  n, a; 
r e a l  sumRe, sualm, p h i :  

f o r (  a=@; acN; m + + )  { 
bu lp~e  = 8.8; 
aum~n = 8.8; 
f o r (  n=B; n<N; n++) I 

p h i  * 2 . R  * P I  * I * n /N; 
sumRe + =  x[n] ,Re * cos(ph i )  + x[nl.Im * s in (ph i1 ;  
sunIa +-  x[n].Im * cos (ph i )  - x[nl .Re * s i n ( p h i ) ;  
1 

x x [ r ]  = csplx(sumRr, sunIm); 
1 

re turn;  
1 

vo id  d f t 2 (  s t r u c t  complex x [ ] ,  
s t r u c t  conp Icx xx[  I ,  
i nt N) 

{ 
i n t  n, m ,  k; 
r e a l  suaRe, sumIm, p h i ;  
s t a t i c  r e a l  cosUol[lJFTSIZEl, sinUal[DFTSI?E]; 
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for (  R-6; mCN; m++) { 
sumRe = 8.8; 
sumlm = B . 0 ;  

for(n=B; n<N; n+*)  { 
k = (m*n)XN; 
sumRe += x[n].Re * cosUal[k] + x[n].Im * sinUal[k]; 
sunln += x l n1.I~ * coslrclllk] - x[n].Re * ainUal[li]; 
1 

X X [ R ]  = csplxisudie, suela); 
1 

return; 
) 

vo id  f f t (  struct cornpiex xIri[], 
struct complex xQutr3, 
irlt ti) 

{ 
stat i c  struct complex xl.?J[DFTSIZEJ; 
static r e o l  cc[OFTSIZEI, ss[DFTSIZEl; 
static char inString[BlJ; 
i n t  p i n g ,  p o n g ,  n ,  i ,  riSkip, leuel, r i G ,  nB, kt, k b ,  r iRot ;  

f o r (  n-8; u<N; n*+) { 
x[8][nl - x I r ~ [ n l ;  
cc[n] - cosi2.B * PI * n /N j ;  
ss[r~] = s i n I 2 , 0  * PI * n /N); 
1 
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pong = 9; 
ping 1; 
L = log2IN); 
& k i p  - ti; 
for(IeueI*l; Icucl<=L; Leuel++) I 

nSkip I= 2; 
t i  = D; 
f o r ( n G 4 ;  nG< ipou(2, ( [ewe 1 - I  )>; rrG++) { 

kt bitReu(L,2*nG); 
kb = bitReu(L,2*nG+l); 

for.!nB-6; nBcnSkip; nB++) 
nBot - n + riSkip; 
x[pingl[n].Re = x[yong][n].Re 

cclkt] * x[pongl[r~Bot].Re 
ssIkt1 * x[pong~[r~Bot].In; 

xtpingl[nl.Im - x[pongl[nl.Ic 
+ c d k t  1 * x[pongl[nBotl I 11 
- ss[ktl * x[pongl[r~Botl.Re; 
x[pongl[nl .Re 

cc[kb] * x[pongl[nBot 1 .Re 
+ sslkbl * x[pongl[nBot 1. In; 
xlpongllnl. Im 
+ cc[kbl * x[pongl[nBot 1. I m  
- ss[kb] * x[porrgl[nBot].Rc; 

n++ ; 
1 

n += nSkip; 
I 

ping = !ping; 
pong = !pong; 
1 

fortn-9; n<N; n*+) xOut[bitRev(L,n)] - x[pong][n]; 
return; 
1 





Chapter 

The z Transform 

The two-sided, or bilateral, z transform of a discrete-time sequence ~ [ n ]  is 
defined by 

02 

X ( z )  = 1 ~ [ n ]  z-” 
n =  --m 

and the one-sided, or unilateral, z transform is defined by 
00 

X ( z )  = 1 x[n]  zpn  
n=O 

(9.1) 

(9.2) 

Some authors (for example, Rabiner and Gold 1975) use the unqualified term 
“ z  transform” to refer to (9.1), while others (for example, Cadzow 1973) use 
the unqualified term to refer to (9.2). In  this book, “ z  transform” refers to the 
two-sided transform, and the one-sided transform is explicitly identified as 
such. For causal sequences (that is, x[n]  = 0 for n < 0) the one-sided and 
two-sided transforms are equivalent. Some of the material presented in this 
chapter may seem somewhat abstract, but rest assured that the z transform 
and its properties play a major role in many of the design and realization 
methods that appear in later chapters. 

9.1 Region of Convergence 

For some values of z, the series in (9.1) does not converge to a finite value. 
The portion of the z plane for which the series does converge is called the 
region of convergence (ROC). Whether or not (9.1) converges depends upon 
the magnitude of z rather than a specific complex value of z. In other words, 
for a given sequence x[n] ,  if the series in (9.1) converges for a value of z = z,, 
then the series will converge for all values of z for which IzI = Iz,]. Con- 
versely, if the series diverges for z = z2, then the series will diverge for all 
values of z for which lzJ= Jz2J. Because convergence depends on the magni- 
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Im I m  

(a) 

Im 

(b) 

Im 

( C )  

Re 

( d )  

Figure 9.1 
convergence for the z transform. 

Possible configurations of the region 

tude of z, the region or convergence 

of 

will always be bounded by circles 
centered at the origin of the z plane. This is not to say that the region of 
convergence is always a circle-it can be the interior of a circle, the exterior 
of a circle, an annulus, or the entire z plane as shown in Fig. 9.1. Each of 
these four cases can be loosely viewed as an annulu+a circle’s interior 
being an annulus with an inner radius of zero and a finite outer radius, a 
circle’s exterior being an annulus with nonzero inner radius and infinite 
outer radius, and the entire z plane being an annulus with an inner radius of 
zero and an infinite outer radius. In some cases, the ROC has an inner radius 
of zero, but the origin itself is not part of the region. In other cases, the ROC 
has an infinite outer radius, but the series diverges at lz( = co. 

By definition, the ROC cannot contain any poles since the series becomes 
infinite at the poles. The ROC for a z transform will always be a simply 
connected region in the z plane. If we assume that the sequence x[n]  has a 
finite magnitude for all finite values of n, the nature of the ROC can be 
related to the nature of the sequence in several ways as discussed in the 
paragraphs that follow and as summarized in Table 9.1. 

Finite-duration sequences 

If x[n]  is nonzero over only a finite range of n, then the z transform can be 
rewritten as 

NZ 
X ( z )  = 1 x[n] Z - n  

n = N 1  
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TABLE 9.1 Properties of the Region of Convergence for the I Transform 

ROC for X ( z )  

All 

All 

Single sample a t  n = 0 

Finite-duration, causal, ~ [ n ]  = 0 for all n < 0, 
x[n] # 0 for some n > 0 

Finite-duration, with x [ n ]  # 0 for some n < 0, 
x[n]  = 0 for all n > 0 

Finite-duration, with x[n]  # 0 for some n < 0, 
x[n] # 0 for some n > 0 

Right-sided, x [ n ]  = &$or all n < 0 

Right-sided, x [ n ]  # 0 for some n < 0 

Left-sided, x[n] = 0 for all n > 0 

Left-sided, x [ n ]  # 0 for some n > 0 

Two-sided 

Includes no poles 

Simply connected region 

Entire z plane 

z plane except for z = 0 

z plane except for z = co 

z plane except for z = 0 and z = co 

Outward from outermost pole 

Outward from outcrmost pole, z = co is excluded 

Inward from innermost pole 

Inward from innermost pole, z = 0 is excluded 

Annulus 

This series will converge provided that Ix[n] I < co for Nl I n I N, and Iz - n l  < 
co for Nl I n I N,. For negative values of n, IzPn( will be infinite for z = co; 
and for positive values of n, I z - ~ ~  will be infinite for z = 0. Therefore, a 
sequence having nonzero values only for n = Nl through n = N2 will have a 
z transform that converges everywhere in the z plane except for z = 00 when 
Nl < 0 and z = 0 when N, > 0. Note that a single sample at  n = 0 is the only 
finite-duration sequence defined over the entire z plane. 

infinite-duration sequences 

The sequence x[n]  is a right-sided sequence if x[n]  is zerD for all n less than 
some finite value Nl .  It can be shown (see Oppenheim hnd Schafer 1975 or 
1989) that the z transform X ( z )  of a right-sided sequence will have an ROC 
that extends outward from the outermost finite pole of X(z). In other words, 
the ROC will be the area outside a circle whose radius equals the magnitude 
of the pole of X ( z )  having the largest magnitude (see Fig. 9.2). If Nl < 0, this 
ROC will not include z = oc). 

The sequence x[n] is a left-sided sequence if x[n] is zero for all n greater 
than some finite value N,. The z transform X ( z )  of a left-sided sequence will 
have an  ROC that extends inward from the innermost pole of X(z) .  The ROC 
will be the interior of a circle whose radius equals the magnitude of the pole 
of X ( z )  having the smallest magnitude (see Fig. 9.3). If N2 > 0, this ROC will 
not include z = 0. 
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Im 

X =  poles- 

Im 

Re 

Figure 9.2 Region of conver- 
gence for the z transform of a 
right-sided sequence. 

Figure 9.3 Region of conver- 
gence for the z transform of a 
left-sided sequence. 

X = poles I 

The sequence x[n] is a two-sided sequence if x[n]  has nonzero values 
extending to both - cc and + co. The ROC for the z transform of a two-sided 
sequence will be an annulus. 

Convergence of the unilateral z transform 

Note that all of the properties discussed above are for the two-sided z 
transform defined by (9.1). Since the one-sided z transform is equivalent to 
the two-sided transform when x[n]  = 0 for n < 0, the ROC for a one-sided 
transform will always look like the ROC for the two-sided transform of either 
a causal finite-duration sequence or a causal right-sided sequence. For all 
causal systems, the ROC for the bilateral transform always consists of the 
area outside a circle of radius R 2 0. Therefore, for two-sided transforms of 
causal sequences and for a11 one-sided transforms, the ROC can be (and 
frequently is) specified in terms of a radius of convergence R such that the 
transform converges for (z (  > R. 
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9.2 Relationship between the Laplace and z Transforms 

The z transform can be related to both the Laplace and Fourier transforms. 
As noted in Chap. 7, a sequence can be obtained by sampling a function of 
continuous time. Specifically, for a causal sequence 

m 

x[n] = 1 x,(nT) d ( t  - n T )  
n = O  

the Laplace transform is given by 

m 

X(s )  = C ~ , ( r z T ) e - " ~ "  
n=O 

(9.3) 

(9.4) 

Let X,(s) denote the Laplace transform of x, (t). The pole-zero pattern for X(s )  
consists of the pole-zero pattern for X,(s) replicated at  intervals of w, = 2n/T 
along the jo axis in the s plane. If we modify (9.4) by substituting 

z = esT (9.5) 

x[n] = x,(nT) (9.6) 

we obtain the z transform defined by Eq. (9.1). 
Relationships between features in the s plane and features in the z plane 

can be established using (9.5). Since s = 0 + jo with 0 and o real, we can 
expand (9.5) as 

z = esT = eoT elwT = eST(cos oT + j sin o T )  

Because leJwTl = (cos' wT + sin2 wT)112 = 1, and T > 0, we can conclude that 
IzI < 1 for 0 < 0. Or, in other words, the left half of the 8 plane maps into the 
interior of the unit circle in the z plane. Likewise, IzI = 1 for 0 = 0, so the jo 
axis of the s plane maps onto the unit circle in the t plane. The "extra" 
replicated copies of the pole-zero pattern for X ( s )  will all map into a single 
pole-zero pattern in the z plane. When evaluated around the unit circle (that 
is, z = elL), the z transform yields the discrete-time Fourier transform (DTFT) 
(see Sec. 7.2). 

9.3 System Functions 

Given the relationships between the Laplace transform and the z transform 
that were noted in the previous section, we might suspect that the z 
transform of a discrete-time system's unit sample response (that is, digital 
impulse response) plays a major role in the analysis of the system in much 
the same way that the Laplace transform of a continuous-time system's 
impulse response yields the system's transfer function. This suspicion is 
indeed correct. The z transform of a discrete-time system's unit sample 
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response is called the system function, or transfer function, of the system and 
is denoted by H(z). 

The system function can also be derived from the linear difference equation 
that describes the filter. If we take the z transform of each term in Eq. (7.6), 
we obtain 

Factoring out Y(z)  and X ( z )  and then solving for H(z)  = Y(z) /X(z )  yields 

Both the numerator and denominator of H(z)  can be factored to yield 

9.4 Common z-Transform Pairs and Properties 

The use of the unilateral z transform by some authors and the use of the 
bilateral transform by others does not present as many problems as we might 
expect, because in the field of digital filters, most of the sequences of interest 
are causal sequences or sequences that can easily be made causal. As we 
noted previously, for causal sequences the one-sided and two-sided trans- 
forms are equivalent. It really just comes down to a matter of being careful 
about definitions. An author using the unilateral default (that is, " z  trans- 
form'' means ''unilateral z transform") might say that the z transform of 
x[n] = an  is given by 

Z 

z--a 
X ( z )  =- for IzJ > Jal ( 9.7) 

On the other hand, an  author using the bilateral default might say that (9.7) 
represents the z transform of x[n] =a"u[n] ,  where u[n] is the unit step 
sequence. Neither author is concerned with the values of a n  for n <&the 
first author is eliminating these values by the way the transform is defined, 
and the second author is eliminating these values by multiplying them with 
a unit step sequence that is zero for n < 0. There are a few useful bilateral 
transform pairs that consider values of x[n] for n ( 0 .  These pairs are listed 
in Table 9.2. However, the majority of the most commonly used z-transform 
pairs involve values of x[n] only for n 2 0. These pairs are most conveniently 
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TABLE 9.2 Common Bilateral 2-Transform Pairs 

6[nl 1 all z 

6[n - m], m > 0 z Z + O  

6[n - m],  m < 0 z-m z f c o  

z __ I4 ' 1 2-1 u[nl 

z 
~ -u[ -n - 11 I4 2 - 1  

z 
~ - u " u [ - n - 1 ]  I4 < I4 

I4 < I4 

z - a  

UZ 
-nu" u [  --n - 11 

(z - a)2 

tabulated as unilateral transforms with the understanding that any unilat- 
eral transform pair can be converted into a bilateral transform pair by 
replacing x[n] with x[n] u[n]. Some common unilateral z-transform pairs are 
listed in Table 9.3. Some useful properties exhibited by both the unilateral 
and bilateral z transforms are listed in Table 9.4. 

9.5 inverse z Transform 

The inverse z transform is given by the contour integral 

where the integral notation indicates a counterclockwise closed contour that 
encircles the origin of the z plane and that lies within the region of 
convergence for X(z) .  If X ( z )  is rational, the residue theorem can be used to 
evaluate (9.8). However, direct evaluation of the inversiDn integral is rarely 
performed in actual practice. In practical situations, inversion of the z 
transform is usually performed indirectly, using established transform pairs 
and transform properties. 

9.6 Inverse z Transform via Partial Fraction Expansion 

Consider a system function of the general form given by 

b O Z r n  + b,z"- 1 + . . . + b,  ~ lzl + b, 
2, + ulzm- - l+ .  . . +a,- lzl +a, 

H(z)  = (9.9) 
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TABLE 9.3 Common Unilateral I-Transform Palrs 
( R  = radius of convergence) 

x[nl X ( Z )  R 

I 

a" 

( n  + 1)a" 

(n + N n  + 2)(n + 3)(n + 4) 
4! 

a" 

na" 

n'a" 

n3an 

a" 
n! 
- 

-anT 

a" sin nwT 

a" cos nwT 

e - a n T  sin ' w,nT 

e-anT cos wonT 

z 
~ 

2 - 1  
Z 

2 - 1  

1 

Tz 
( z  - 1 ) 2  

(z  - 1)3 

(2 - 114 

T' z(z + 1) 

T3 z(z2 + 42 + 1) 

z 
z - a  

z2 
(z  -a)' 

z3  
( z  - a)3 

z4 
(z - a)4 

z5 
(z  - a)5 

az 
(z - a)2 

az(z + a )  
(z - a ) S  

a z ( 2  + 4az + a') 
(z  -a)* 

az sin wT 
z2 - 2az cos w T  + a' 

zz  - za cos wT  
z2 - 2az cos w T  + a' 

z 2  - ze-aT cos wo T 
z2 - 2zePaT cos o,T + e-2aT 

1 

1 

0 (z = 0 included) 

1 

1 

1 

la I 

la I 

la I 

la I 

la I 

la1 

la I 

la I 

0 

le 

la1 

la I 

le--aTt 

le-aTI 
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TABLE 9.4 Properties of the z Transform 

Property no. Time function Transform 

8 

9 

u" x[n] 

x[n  - m] 

x[nl * ~ [ n l  

- nl 

x * [ 4  

x(:) 

Such a system function can be expanded into a sum of simpler terms that 
can be more easily inverse-transformed. Linearity of the z transform allows 
us to then sum the simpler inverse transforms to obtain the inverse of the 
original system function. The method for generating the expansion differs 
slightly depending upon whether the system function's poles are all distinct 
or if some are multiple poles. Since most practical filter designs involve 
system functions with distinct poles, the more complicated multiple-pole 
procedure is not presented. For a discussion of the multiple-pole case, see 
Cadzow (1973). 

Algorithm 9.1 
having simple poles 

Partial fraction expansion for H(z) 

Step I. Factor the denominator of H(z)  to produce 

b0z" + b l Z r n - l  + .  . . f b,- 1 ~ 1  + b, H(2) = 

Step 2. Compute co as given by 

(2 -P& - P 2 D  - P 3 )  . . * (2 -Pd 
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Step 3. Compute c, for 1 I i I m using 

Step 4. Formulate the discrete-time function h[n] as given by 

h(n) = c,d(n) + c l ( p l ) n  + ~ ~ ( p ~ ) ~  + .  . . + c,(p,)" for n = 0,1 ,2 , .  . . 

The function h[n] is the inverse z transform of H(z) .  

Example 9.1 Use the partial fraction expansion to  determine the  inverse z transform of 

2 2  

2 2 + 2 - 2  
H(z)  = 

solutlon 

Step 1. Factor the denominator of H(z)  to  produce 

Step 2. Compute c,, as 

c,=H(z)(,=,=O 

Step 3. Compute cl, cp as 

22 

2 

Step 4. The inverse transform h[n] is given by 

h [ n ] = ' / ( l ) " + ? 4 - 2 ) "  

= 1 + %( -2)" n = 0, 1, 2, . . . 
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10 
FIR Filter Fundamentals 

Digital filters are usually classified by the duration of their impulse response, 
which can be either finite or infinite. The methods for designing and imple- 
menting these two filter classes differ considerably. Finite impulse response 
(FIR) filters are digital filters whose response to a unit impulse (unit sample 
function) is finite in duration. This is in contrast to infinite impulse response 
(IIR) filters whose response to a unit impulse (unit sample function) is 
infinite in duration. FIR and IIR filters each have advantages and disadvan- 
tages, and neither is best in all situations. FIR filters can be implemented 
using either recursive or nonrecursive techniques, but usually nonrecursive 
techniques are used. 

10.1 Introduction to FIR Filters 

The general form for a linear time-invariant FIR system’s output 34/31 at time 
k is given by 

N- 1 

24/31 = “1 x W  - nl 
n = O  

(10.1) 

where h[n] is the system’s inpulse response. As Eq. (10.1) indicates, the 
output is a linear combination of the present input and the N previous 
inputs. The remainder of this chapter is devoted to basic properties and 
realization issues for FIR filters. Specific design approaahes for selecting the 
coefficients b,  are covered in Chaps. 11, 12, and 13. 

FIR advantages 

FIR filters have the foIlowing advantages: 

FIR filters can easily be designed to have constant phase delay and/or 
constant group delay. 

161 
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rn FIR filters implemented with nonrecursive techniques will always be stable 
and free from the limit-cycle oscillations that can plague IIR designs. 

rn Round-off noise (which is due to finite precision arithmetic performed in 
the digital processor) can be made relatively small for nonrecursive imple- 
mentations. 

rn FIR filters can also be implemented using recursive techniques if this is 
desired. 

FIR disadvantages 

Despite their advantages, FIR filters still exhibit some significant disadvan- 
tages: 

rn An FIR filter’s impulse response duration, although finite, may have to be 
very long to obtain sharp cutoff characteristics. 

rn The design of FIR filters to meet specific performance objectives is gener- 
ally more difficult than the design of IIR filters for similar applications. 

10.2 Evaluating the Frequency Response of FIR Filters 

A digital filter’s impulse response h[n] is related to the frequency response 
H(eJ i )  via the DTFT: 

m 

(10.2) 

For an FIR filter, h[n] is nonzero only for 0 5 n < N. Therefore, the limits of 
the summation can be changed to yield 

(10.3) 

Equation (10.3) can be evaluated directly at  any desired value of 1. 
We now take note of the fact that 1” = wT and that the value of continuous- 

radian frequency w, corresponding to the discrete-frequency index m is given 
by 

w, = 2rcmF (10.4) 

Substituting 2rcmFT for I., and H[m] for H(eJ’) in (10.2) yields the discrete 
Fourier transform: 

N- 1 

H[m] = C h[n] exp( -2rcjnmFT) 
n - 0  

(10.5) 

Thus, the DTFT can be evaluated at a set of discrete frequencies o =(om,  
0 5 m < N,  by using the DFT, which in turn may be evaluated in a computa- 
tionally efficient fashion using one of the various FFT algorithms. 
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10.3 Linear Phase FIR Filters 

As discussed in Sec. 2.8, constant group delay is a desirable property for 
filters to have since nonconstant group delay will cause envelope distortion 
in modulated-carrier signals and pulse-shape distortion in base-band digital 
signals. A filter's frequency response H(elo) can be expressed in terms of 
amplitude response A(o)  and phase response O(w) as 

H(eJu) = A(o)  eJ0(") 

If a filter has a linear phase response of the form 

l9(w)=-aw - 7 L I o I n  (10.6) 

it will have both constant phase delay zp  and constant group delay rg .  In fact, 
in this case rp = zg = c1. It can be shown (for example, Rabiner and Gold 1975) 
that for a = 0, the impulse response is an impulse of arbitrary strength: 

c n=O i 0 n#O 
h[n] = 

For nonzero a, it can be shown that Eq. (10.6) is satisfied if and only if  

N - 1  
2 

a=--- (10.74 

h[n] = h [ N - l  - n )  0 1  n s N -  1 (10.7b) 

Within the constraints imposed by (10.7), the possible filters are usually 
separated into two types. Type 1 filters satisfy (10.7) with N odd, and type 2 
filters satisfy (10.7) with N even. For type 1 filters, the axis of symmetry for 
h[n] lies at n = ( N  - 1)/2 as shown in Fig. 10.1. For type 2 filters, the axis 
of symmetry lies midway between n = N / 2  and n = ( N  - 2)/2 as shown in 
Fig. 10.2. 

Flgure 10.1 Impulse response for a 
type 1 linear phase FIR filter showing 
even symmetry about n = ( N  - 1)/2. 

Flgure 10.2 Impulse response for 
a type 2 linear phase FIR filter 
showing even symmetry about 
the abscissa midway between 
n = ( N  - 2)/2 and n = N/2 .  
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Filters can have constant group delay without having constant phase delay 
if the phase response is a straight line that does not pass through the origin. 
Such a phase response is defined as 

The phase response of a filter will satisfy (10.8) if 

N - 1  
2 

a=- 

71 p = * -  
2 

(10.9a) 

(10.9b) 

h [ n ] = - h [ N - l - n ]  O < n < N - l  (10.9c) 

An impulse response satisfying (10 .9~)  is said to be odd symmetric, or antisym- 
metric. Within the constraints imposed by (10.9), the possible filters can be 
separated into two types that are commonly referred to as type 3 and type 4 
linear phase filters despite the fact that the phase response is not truly linear. 
[The phase response is a straight line, but it does not pass through the origin, 
and consequently 8(w,+w2) does not equal G(w,) +e(o,).] Type 3 filters 
satisfy (10.9) with N odd, and type 4 filters satisfy (10.9) with N even. For type 
3 filters, the axis of antisymmetry for h[n] lies at n = ( N  - 1)/2 as shown in 
Fig. 10.3. When n = (N  - 1)/2,  with N even, Eq. (10 .9~)  gives 

h [ T ]  N - l  = --h[?] 

Therefore, h[(N - 1)/2] must always equal zero in type 3 filters. For type 4 
filters, the axis of antisymmetry lies midway between n = N / 2  and 
n = ( N  - 2)/2 as shown in Fig. 10.4. 

I h(n’ t h(n’ 

Figure 10.3 Impulse response for a 
type 3 linear phase FIR filter showing 
odd symmetry about n = ( N  - 1)/2. 

N-1 - I 2 

Flgure 10.4 impulse response for 
a type 4 linear phase FIR filter 
showing odd symmetry about the 
abscissa midway between n =  
( N  - 2 ) / 2  and n = N / 2 .  
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The discrete-time Fourier transform (DTFT) can be used directly to obtain 
the frequency response of any FIR filter. However, for the special case of 
linear phase FIR filters, the symmetry and properties of the im- 
pulse response can be used to modify the general DTFT to obtain dedicated 
formulas having reduced computational burdens. 

The frequency response H(eJwT) and amplitude response A(eJWT) are listed 
in Table 10.1 for the four types of linear phase FIR filters. The properties of 
these four types are summarized in Table 10.2. A C function, cgdFirRe- 
sponse( ), which implements the equations of Table 10.1 is provided in 
Listing 10.1. The function normalizeResponse( ) in Listing 10.2 can be used 
to normalize the response so that the peak pass-band value is at OdB. 

At  first glance, the fact that A(o)  is periodic with a period of 471 for type 2 
and type 4 filters seems to contradict the fundamental relationship between 
sampling rate and folding frequency that was established in Chap. 7. The 
difficulty lies in how we have defined A(o). The frequency response H(w) is in 
fact periodic in 271 for all four types as we would expect. Both Re[H(o)] and 
Im[H(w)] are periodic in 271, but factors of - 1 are allocated between A(o)  and 
O(o) differently over the intervals (0,271) and (271,471) so that O(o) can be made 
linear [and A(o)  can be made analytic]. 

TABLE 10.1 Frequency Response Formulas for Linear Phase FIR Filters 

a , = h [ T ]  ( N  - l ) T  a k = 2 h [ ( T - k ) T ]  N - 1  b , = 2 h  

TABLE 10.2 Properties of FIR Filters Having Constant Group Delay 

1 2 3 4 

Length, N Odd Even Odd Even 
Symmetry about w = 0 Even Even Odd Odd 
Symmetry about o = 71 Even Odd Odd Even 
Periodicity 2n 471 271 471 
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Some of the properties listed in Table 10.2 have an impact on which types 
can be used in particular applications. As a consequence of odd symmetry 
about w = 0, types 3 and 4 always have A(0)  = 0 and should therefore not be 
used for lowpass or bandstop filters. As a consequence of their odd symmetry 
about w = IT, types 2 and 3 always have A(IT) = 0 and should therefore not be 
used for highpass or bandstop filters. Within the bounds of these restrictions, 
the choice between an odd-length or even-length filter is often made so that 
the desired transition frequency falls as close as possible to the midpoint 
between two sampled frequencies. The phase response of types 3 and 4 
includes a constant component of 90" in addition to the linear component. 
Therefore, these types are suited for use as differentiators and Hilbert 
transformers (see Rabiner and Gold 1975). 
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vo id cgdF i rResponse( i nt f i rTgpe I 

i nt riuehlops~ 
reol hh[l, 
logical dbScate, 
int numberOffoints, 
real Hd[lj 

I 
i r i t  index, L, i i ;  

t'ea t Lombdc, work; 
/*print f i "  in symFirRcsponsc\rt")I*.,: 

for< L-8, L<=nurberUfPoints-l, L++i 
I 
Lambda = L * PI ,' (real) numherOfPoints, 
switch (firlqpei 

case 1 :  /* syametric and odd */ 
work = hh[(numbTaps-1)/2]; 
f o r (  r i - 1 ,  n<=((numbTaps-l j t 2 j I  n++) I 

index = (numbTups-l)i2 - n: 
w o r 4  = work. + 2 . B  * hh[rndrx] 
1 

break; 

cos(n*lamhdu); 

case 2 /4 jyintetric and even */  
work - 8.8, 
for( nil; n<=(nuabTops/2); n++) { 

index = nunbTaps/2-n, 
uork - work + 2.0 * hh[index] * ~os~(n-8.5)~larnbda); 
1 

break; 

work = 8.Q; 
for( n-1; n<=((numbTaps-1)/2); n+*) I 

cosc 3: /* ontisyieetric and odd 4/ 

index = (numbTaps-l)/2 - n; 
work = uork * 2.8 * hhlindexl * sin(n*ianhda); 
1 

break; 

work = 8.8, 
case 4: /* symmetric and even */ 
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for( nil; n(-(numhTaps/?i; n++) 
index - numhTaps/Z-n; 
clork = uork + 2.8 * hhlindexl * sin~(n-D.S)*lombdo); 
1 

break ; 
i 

i fidbSrale1 

e l s e  

i  f ( ! (LXl Dj 1 print f \"%3d\r", numberOfPn i nt s-Li; 
I 

:Hd[L] = 28.13 * loglD{fahs(work)j;} 

{Hd[L] = fobs(work); 1 

return; 
1 

uo i d norma I i zeResponse( I og i  co 1 dhSca I e, 
int numPts, 
r e a l  H [ ] )  

I 
int n; 
r.eu I b i  qgest 

i fldhScalej 
1 

higgest = -1BB.D;  
f o r (  r d 3 ;  n<=numPts-1; n++) 

for( n-8; nc-numPts-1; n++) 

1 

I 
biggest = 8.8; 
for( n=Ei; n<=nunPts-I; n**) 

{if(H[n]>biggest) biggest = HIn1;I 

IH[n] = H[n]-hiygest ; 1 

else 
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{if(H[n]>biggest) biggest = H[nl;) 

{H[n] = H[n]/biggest;) 
fort n=@; nc-numPts-1; n+*) 

1 
return; 
1 





Chapter 

I 1  
Fourier Series Method 

of FIR Filter Design 

11.1 

This Fourier series method of FIR filter design is based on the fact that the 
frequency response of a digital filter is periodic and is therefore representable 
as a Fourier series. A desired ‘’target” frequency response is selected and 
expanded as a Fourier series. This expansion is truncated to a finite number 
of terms that are then used as the filter coefficients or tap weights. The 
resulting filter has a frequency response that approximates the original 
desired target response. 

Basis of the Fourier Series Method 

Algorithm 11.1 
Fourier sarles method 

Deaignlng FIR filters via the 

step 1. Specify a desired frequency response Hd (A). 

step 2. Specify the desired number of filter taps N. 
step 3. Compute the filter coefficients h[n] for n = 0,1,2, .  . . , N - 1 using 

(11.1) 
1 

h[nl= 6. Hd(L)[cos(mA) + j sin(m~.)l c i ~  

where m = n - (N - 1)/2. 
[Simplifications of (11.1) are presented below for the cases in which Hd is 

the magnitude response of ideal lowpass, highpass, bandpass, or bandstop 
filters.] 

Step 4. Using the techniques presented in Secs. 10.2 and 10.3, compute the 
actual frequency response of the resulting filter. If the performance is not 
adequate, change N or Hd (1.) and go back to step 3. 

171 
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Figure 11.1 Desired frequency response for Example 11.1. 

Example 11.1 Use the Fourier series method to design a 21-tap FIR filter that approxi. 
mates the amplitude response of an ideal lowpass filter with a cutoff frequency of 2 kHz 
assuming a sampling frequency of 5 kHz. 
soiution The normalized cutoff is 1 = 2-/5. The desired frequency response is depicted in 
Fig. 11.1. Using Eq. (11.0, we can immediately write 

Since the second integrand is an odd function and the limits of integration are symmetric 
about zero. the second integral equals zero. Therefore, 

(11.2) 

where m = n - 10. 

L'Hospital's rule can be used to evaluate (11.2) for the case of rn = O  (that is, n = 10): 

=-= 0.4 
5 

Evaluation of (11.2) for rn # O  is straightforward. The values of h[n] are listed in Table 
11.1, and the corresponding magnitude response is shown in Figs. 11.2 and 11.3. Usually, 
the pass-band ripples are more pronounced when the vertical axis is in linear units such 
as numeric magnitude or percentage of peak magnitude as in Fig. 11.2. On the other 
hand, details of the stopband response are usually more clearly displayed when the 
vertical axis is in decibels as in Fig. 11.3. 

Propertlea of the Fourler series method 

1. Filters designed using Algorithm 11.1 will exhibit the linear phase prop- 
erty discussed in See. 10.3, provided that the target frequency response 
Hd(,Z) is either symmetric or antisymmetric. 
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TABLE 11.1 impulse Response Coefficients for 
the 21-tap Lowpass Filter of Example 11.1 

h[O] = h[20] = 0.oO0000 
h[l] = h[19] = -0.033637 
h [2 ]  =h[18] = -0.023387 
h[3]  = h[17] = 0.026728 
h[4] = h[ 161 = 0.050455 
h[5] = h[ 151 = O.OOOOOO 

h[6]  = h[14] = -0.075683 
h[ 71 = h[ 13) = -0.062366 
h[8] = h[12] = 0.093549 
h[9] = h[ll] = 0.302731 

h[10] = 0.400000 

2. As a consequence of the Gibbs phenomenon, the frequency response of 
filters designed with Algorithm 11.1 will contain undershoots and over- 
shoots at the band edges as exhibited by the responses shown in Figs. 11.2 
and 11.3. As long as the number of filter taps remains finite, these 
disturbances cannot be eliminated by increasing the number of taps. 
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Figure 11.2 Magnitude response (as a percentage of peak) ob- 
tained from the 21-tap lowpass filter of Example 11.1. 
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Flgure 11.3 Magnitude response (in decibels) obtained from the 21-tap 
lowpass filter of Example 11.1. 

Windowing techniques to reduce the effects of the Gibbs phenomena will 
be presented later in this chapter. 

Result 11.1 FIR approximation for ideal lowpass filter. The impulse response CO- 

efficients for an FIR approximation to the ideal lowpass amplitude response 
shown in Fig. 11.4 are given by 

sin(rnl,) 
nn 

n = 0,1,  . . . , N - 1 
m = n - (N - 1)/2 

h[n] = 

For odd-length filters, the coefficient at n = (N - 1)/2 is obtained by applica- 
tion of L’Hospital’s rule to yield 

The coefficients given by Result 11.1 can be computed using the C function 
ideallowpass( ), which is provided in Listing 11.1. 

Result 11.2 FIR approximation for ideal highpass filter. The impulse response CO- 

efficients for an FIR approximation to the ideal highpass amplitude response 
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- 2 H  -7 -Xu x u  7 2 H  A 
‘2a-XU 

&+Xu 

Figure 11.4 Frequency response of ideal lowpass digital filter. 

shown in Fig. 11.5 are given by 

A L  I1 -- m=O 

where m = n - ( N  - 1)/2. 

idealHighpass( ), which is provided in Listing 11.2. 
The coefficients given by Result 11.2 can be computed using the C function 

Example 11.2 Use Result 11.2 to design a 21-tap FIR filter that approximates the 
amplitude response of an ideal highpass filter with a normalized cutoff frequency of 
Au = 3n/5 .  

solution The coefficients h(n) are listed in Table 11.2, and the resulting frequency re- 
sponse is shown in Figs. 11.6 and 11.7. 

Result 11.3 FIR approximation for ideal bandpass filter. The impulse response co- 
efficients for an FIR approximation to the ideal bandpass amplitude response 
shown in Fig. 11.8 are given by 

m=O 

m # 0 - [ sin(rnA u) - sin(ml,)] 
h[n] = 

where m = n - ( N  - 1)/2. 

- H  - A L  0 AL = A 

Frequency response of ideal highpass digital filter. 

-ZH+AL 2 7 - A ~  

Figure 11.5 
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TABLE 11.2 Impulse Response Coefficients for 
the 21-tap Highpass Filter of Example 11.2 

h[OI = h[20] = 0.000000 
h[ 11 = h[ 191 = 0.033637 

h[2] = h[18] = -0.023387 
h [ 3 ]  =h[17] = -0.026728 
h[4] = h[16] = 0.050455 
h[5] =h[15] = 0.000000 
h[6] = h[ 141 = -0.075683 
h[ 71 = h[ 131 = 0.062366 

h[8] = h[ 121 = 0.093549 

h[9] = h[ 111 = -0.302731 
h[ 101 = 0.400000 

The coefficients given by Result 11.3 can be computed using the C function 
idealBandpass( ), which is provided in Listing 11.3. 

Example 11.3 Use Result 11.3 to design a 21-tap FIR filter that  approximates the 
amplitude response of an  ideal bandpass filter with a pass band that  extends from 
1, = 2x15 to 1." = 3 ~ 1 5 .  

1.0 

0.9 

0.0 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 7r - 
2 

n 

frequency X 

Figure 11.6 Magnitude response (as a percentage of peak) ob- 
tained from the 21-tap highpass filter of Example 11.2. 
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Figure 11.7 
highpass filter of Example 11.2. 

Magnitude response (in decibels) obtained from 21-tap 

solution The coefficients h(n) are  listed in  Table 11.3, and the resulting frequency re- 
sponse is shown in Fig. 11.9. 

Result 11.4 FIR approximation for ideal bandstop filter. The impulse response co- 
efficients for an FIR approximation to the ideal bandstop amplitude response 
shown in Fig. 11.10 are given by 

m=O 

where m = n - ( N  - 1)/2. 

-* A” -XL XL xu * x 

Flgure 11.8 Frequency response of ideal bandpass digital filter. 
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TABLE 11.3 impulse Response Coefficients for 
the 21-tap Bandpass Filter of Example 11.3 

h[O] = h[20] = 0.000000 
h[ 11 = h[ 191 = 0.000000 
h[2] = h[ 181 = 0.046774 
h[3] = h[17] = 0.000000 
h[4] =h[16] -0.100910 
h[5] = h[ 151 = 

h[6] = h[  141 = 

h[7] = h[ 131 = 

0.000000 
0.151365 
0.000000 

h[8] = h[ 121 = -0.187098 
h[9] = 4111 = 0.000000 

h[ 101 = 0.200000 

The coefficients given by Result 11.4 can be computed using the C function 
idealBandstop( ), which is provided in Listing 11.4. 

Example 11.4 Use Result 11.4 to  design a 31-tap FIR filter that  approximates the 
amplitude response of an  ideal bandstop filter with a stop band that  extends from 
A L  = 2n/5 to E., = 3 ~ 1 5 .  
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-90 ~ L l A  0 - 17 17 
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Figure 11.9 Magnitude response (in decibels) obtained from the 21-tap 
bandpass filter of Example 11.3. 
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-7r -XU -XL XL XU r X  

Figure 11.10 Frequency response of ideal bandstop digital filter. 

TABLE 11.4 Impulse Response Coefficients for 
the 31-tap Bandstop Filter of Example 11.4 

h[O] = h[30] = 0.000000 
h[l]  = h[29] = -0.043247 
h [ 2 ]  = h[28] = 0.000000 
h[3] = h[27] = 0.031183 
h[4] = h[26] = 0.000000 
h[5] = h[25] = 0.000000 
h[6] = h[24] = 0.000000 

h[7] = h[23] = -0.046774 
h[8] = h[22] = 0.000000 
h[9] = h[21] = 0.100910 

0.000000 

h [ l l ]  = h[19] = -0.151365 
h[ 121 = h[ 181 = 0.000000 

h[13] = h[17] = 0.187098 
h[ 141 = h[ 161 = 0.000000 

h[ 151 = 0.800000 

h[ lo] = h[ 201 = 

solution The coefficients h(n) are listed in Table 11.4, and the resulting frequency re- 
sponse is shown in Figs. 11.11 and 11.12. 

11.2 Rectangular Window 

As shown in the previous section, filters designed via the Fourier series 
method will, as a consequence of the Gibbs phenomenon, have frequency 
responses that contain overshoots and ripple. One way to reduce these effects 
involves multiplying the filter’s impulse response by a window that L‘tapers 
off” the impulse response instead of abruptly truncating it to a finite number 
of terms. The basic idea of windowing is very straightforward, and most of 
the effort in this area is directed toward finding “good” window functions. A 
discussion of just what constitutes a good window function will be easier if 
we first develop a windowing viewpoint of truncation. 
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Figure 11.11 
tained from 31-tap bandstop filter of Example 11.4. 
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Figure 11.12 Magnitude response (in decibels) obtained from 31-tap 
bandstop filter of Example 11.4. 
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L 
2 

r 
2 

t - 

Truncating a filter’s impulse response can be thought of as multiplying the 
infinite-length impulse response by a rectangular window such as the one 
shown in Fig. 11.13. This window has a value of unity for all values o f t  at 
which the impulse response is to be preserved, and a value of zero for all 
values of t at which the impulse response is to be eliminated: 

(0 otherwise 

The rectangular window’s Fourier transform is given by 

(11.3) 

(11.4) 

The magnitude of (11.4) is plotted in Fig. 11.14. The peaks of the first through 
ninth sidelobes are attenuated by 13.3, 17.8, 20.8, 23.0, 24.7, 26.2, 27.4, 28.5, and 
29.5dB, respectively. The data for Fig. 11.14 was generated using the C 
function contRectangularResponse( ) provided in Listing 11.5. 

The rectangular window’s response will serve primarily as a benchmark to 
which the responses of other windows can be compared [Note: By omitting 
further explanation, some texts such as Stanley (1975) imply that Eq. (11.4) 
also applies to the discrete-time version of the rectangular window. However, 
as we will discover below, the Fourier transforms of the continuous-time and 
discrete-time windows differ significantly. A similar situation exists with 
respect to the triangular window.] 

Discrete-time window 

Since FIR filter coefficients exist only for integer values of n or discrete 
values of t = nT, it is convenient to work with a window function that is 
defined in terms of n rather than t .  If the function defined by (11.3) is sampled 
using N = 2M + 1 samples with one sample at t = 0 and samples at nT for 
n = f 1, 2, . . . , M ;  the sampled window function becomes 

1 - M < n < M  
0 otherwise 

w[n] = (11.5) 
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Figure 11.14 Magnitude spectrum for a continuous-time rectangular window. 

For an  even number of samples, the rectangular window can be defined as 
either 

or 
w[n] = 1 - (M - 1) 2 n 5 M 
w [ n ] = l  - M S n I ( M - l )  

(11.6) 
(11.7) 

The window specified by (11.6) will be centered around a point midway 
between n = 0 and n = 1, and the window specified by (11.7) will be centered 
around a point midway between n = - 1 and n = 0. In many applications 
(especially in languages like C that use zero-origin indexing), it is convenient 
to have w[n]  defined for 0 2 n I ( N  - 1): 

w[n] = 1 0 2 n I ( N -  1) (11.8) 

In order to emphasize the difference between windows such as (11.5), which 
are defined over positive and negative frequencies, and windows such as 
(11.8) which are defined over nonnegative frequencies, digital-signal process- 
ing “borrows” terminology from the closely related field of time-series analy- 
sis. Using this borrowed terminology, windows such as (11.5) are called lag 
windows, and windows such as (11.8) are called data windows. Data windows 
are also referred to as tapering windows and occasionally tapers or faders. To 
avoid having to deal with windows centered around or -%, many authors 
state that N must be odd for lag windows. However, even-length data 
windows are widely used for leakage reduction in FFT applications. 
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Frequency windows and spectral windows 

The discrete-time Fourier transform (DTFT) of the lag window (11.5) is given by 

(11.9) 

The form of (11.9) is closely related to the so-called Dirichlet kernel D,(.) which 
is variously defined as 

( Priestley 1981) 
n sin[(% + l)nx] 

D,(x) C exp(2njkx) = 
k =  -a sin(nx) 

(Dym and McKean 1972) 

sin{ [n + (1/2)]x} 
2 sin(x/2) 

(Weaver 1989) 

The magnitude of (11.9) is plotted in Fig. 11.15 for N = 11 and Fig. 11.16 for 
N = 21. As indicated by these two cases, when the number of points in the 
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Figure 11.15 Magnitude of the DTFT for an 11-point rectangular window. 
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Figure 11.16 Magnitude of the DTFT for a 21-point rectangular window. 

window increases, the width of the DTFT sidelobes decreases. The sidelobes 
in Fig. 11.15 are attenuated by 13.0, 17.1, 19.3, 20.5, and 20.8 dB; and the 
sidelobes in Fig. 11.16 are attenuated by 13.2, 17.6, 20.4, 22.3, 23.7, 24.8, 25.5, 
26.1, and 26.3 dB. The data for these plots were generated using the C function 
discRectangularResponse( ) provided in Listing 11.6. 

The DTFT of the data window (11.8) is given by 

(11.10) 

A function such as (11.9), which is the Fourier transform of a lag window, is 
called a spectral window. A function such as ( l l . l O ) ,  which is the Fourier 
transform of a data window, is called a frequency window. The forms of (11.9) and 
(11.10) differ from the form of (11.4) due to the aliasing that occurs when the 
continuous-time window function is sampled to  obtain a discrete-time window. 

11.3 Triangular Window 

A simple, but not particularly high-performance, window is the triangular 
window shown in Fig. 11.17 and is defined by 

21t I T 
It[ I - w(t) = 1 -- 

T 2 
(11.11) 
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Window functions are almost always even symmetric, and it is customary 
to show only the positive-time portion of the window as in Fig. 11.18. 
The triangular window is sometimes called the Bartlett window after 
M. S. Bartlett who described its use in a 1950 paper (Bartlett 1950). The 
Fourier transform of Eq. (11.11) is given by 

(11.12) 

The magnitude of (11.12) is plotted in Fig. 11.19. The peaks of the first 
through fourth sidelobes are attenuated by 26.5, 35.7, 41.6, and 46.0dB, 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.1 0.2 0.3 0.4 0.5 
t /T 

Figure 11.18 One-sided plot of a triangular window. 
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Figure 11.19 Magnitude response of a continuous-time triangular window. 

respectively. The data for Fig. 11.19 was generated using the C function 
contTriangularResponse( ) provided in Listing 11.7. 

Discrete-time triangular window 

If the function defined by (11.11) is sampled using N = 2M + 1 samples with 
t = ZMT, one sample at t = 0, and samples at  n T  for n = f l ,  + 2 , .  . . , f M ,  
the sampled window function becomes the lag window defined by 

w[n]=1--  21n I - M I n < M  
2M 

(11.13) 

for the normalized case of T = 1. This equation can be expressed in terms of 
the total number of samples N by substituting ( N  - 1)/2 for M to obtain 

21nl - (N-1)  N - 1  
w[n] = 1 - ~ I n < -  (11.14) 

N - 1  2 2 

In some texts (such as Marple 1987 and Kay 1988), Eq. (11.14) is given as 
the definition of the discrete-time triangular window. However, evaluation of 
this equation reveals that w[n] = 0 for n = k [(N - 1)/2]. This means that the 
two endpoints do not contribute to the window contents and that the window 
length is effectively reduced to N - 2 samples. In order to maintain a total of 
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N nonzero samples, many authors substitute (N + 2) for N in Eq. (11.14) to 
obtain 

N - 1  
(11.15) 

12nl -(N-1) 
< n < -  

2 2 
w[n] = 1 -- 

N + 1  

I N odd I 
For an even number of samples, the window values can be obtained by 
substituting (n + x) for n in Eq. (11.15) to obtain a window that is symmetri- 
cal about a line midway between n = - 1 and n = 0. (The equals sign in the 
box below is in quotes because n can assume only integer values; neverthe- 
less, n “=” --% is a convenient shorthand way of saying “midway between 
n = - 1 and n = 0.”) 

(11.16) 
12n + 11 -N N - < n < - - 1  

2 2 
w[n] = 1 - ~ 

N + 1  
-1 
2 

N even, center a t  n “=” 

Alternatively, we could substitute (n - ’/) for n in Eq. (11.15) to obtain a 
window symmetric about a line midway between n = 0 and n = 1: 

(11.17) 
12n - 11 -N N 

w[n] = 1 - ~ - + l < n < -  
N + 1  2 2 

1 
2 
- N even, center a t  n “=” 

An expression for the triangular data window can be obtained by substitut- 
ing [n - ( N  - 1)/2] for n in Eq. (11.15) or by substituting (n - N/2) for n in Eq. 
(11.16) to yield 

(11.18) 1 12n - N + 11 
N + 1  

w[n] = 1 - O < n < N - l  

Section 11.4 will present several C functions for generating various forms of 
the discrete-time triangular window. 

Frequency and spectral windows 

The spectral window obtained from the DTFT of the lag window (11.14) is 
given by 

(11.19a) 



108 Chapter Eleven 

or (11.196) 

N - 1  
where M = - 

2 

e=-  2nf 
f s  

The form of (11.19) is closely related to the Fejer kernel F,(.), which, like the 
Dirichlet kernel presented in Sec. 11.3, has some variety in its definition: 

a sin2(n.nx) 
n sin2(nx) F n ( 4  = 

( Priestley 1981) 

(Dym and McKean 1972) 

The magnitude of (11.19) for N = 11 and N = 21 is plotted in Fig. 11.20. The 
data for these plots were obtained using the C function discTriangularRe- 
sponse( ) proGided in Listing 11.8. 
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Flgure 11.20 Magnitude of the DTFT for (a) an 11-point triangular 
window and (b) a 21-point triangular window. 
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11.4 Window Software 

As we saw in the previous section, a window function can come in a number 
of different varieties-odd-length lag window, even-length lag window cen- 
tered on n = x, and so on. As was done for the triangular window, an explicit 
function for each variety can be derived. However, the task of designing and 
coding computer programs to  generate window coefficients can be simplified 
somewhat if we view the different varieties from a slightly different perspec- 
tive. Despite the apparent variety of specific formats, there are really only 
two basic forms that need to be generated-one form for odd-length windows 
and one form for even-length windows. All of the specific varieties can be 
generated as simply horizontal translations of these two forms. Furthermore, 
since all the windows considered in this book are symmetric, we need to 
generate the coefficients for only half of each window. An odd-length lag 
window is probably the most of the discrete-time windows. Con- 
sider the triangular window shown in Fig. 11.21, which has sample values 
indicated at t = & n T  for n = 0, 1,2, . . . . Because of symmetry, we will require 
our program to generate the ( N  + 1)/2 coefficients corresponding 
to t = 0, T, 2T, 3T, . . . , ( N  - 1)T/2 and place them in locations 0 through 
( N  - 1)/2 of an array called window[ 1.  These coefficients can be obtained 
using Eq. (11.15). Next we consider the triangular window shown in Fig. 
11.22. This window has been shifted so that its axis of symmetry lies a t  
t = - T/2. The sample values indicated in the figure can be obtained from Eq. 
(11.16). The sample values for either the even-length case of Fig. 11.22 or the 
odd-length case of Fig. 11.21 can be obtained from the combined formula 

21x I w[n] = 1 -- 
N + l  

for N odd 
n +'/z for N even 

where x = 

-6T -5T  -4T -3T -2T -T T 2T  3T 4T 5 f  6T 

Figure 11.21 
window. 

Triangular window sampled to produce an odd-length lag 
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-6T -5T -4T -31 -2T -T T ZT 3 T  4 T  5 T  6 T  

Figure 11.22 Triangular window shifted and sampled to produce an 
even-length lag window with axis of symmetry midway between 
n = - l a n d n = O .  

The C function, triangularwindow( ), provided in Listing 11.9, uses this 
formula to generate coefficients for both odd- and even-length triangular 
windows. For N odd, the value returned in window[O] lies on the full 
window’s axis of symmetry and is the value of the continuous-time window at 
t = 0. For N even, the value returned in window[O] lies one-half sample-time 
to the right of the full window’s axis of symmetry and is the value of the 
continuous-time window at  t = T/2. 

Generating and storing a complete lag window would be conceptually 
straightforward if C allowed the use of negative indices for arrays. Although 
it is not possible to define an array that takes negative indices, it is possible 
to give the appearance of negative indices by using the special structure 
called WWWW, which is defined by the following code fragment: 

t ypede f  s t r u c t {  
rea l  l e f t [ 2 5 6 ]  
real r i g h t [ 2 5 6 ]  
1 t i r neRecord  

rea l  f u l i [ 5 1  21 
t i m e R e c o r d  ha l f  

u n i o n  t i rneRec{  

) wwww 
# d e f i n e  LAG-WINDOW W W W W  ha l f  r i g h t  
# d e f i n e  D A T A - W I N D O W  W W W W  f u l l  

Use of this special structure is one way to permit negative index values for 
an array, The array WWWW.half.right can take a negative index because 
of the space reserved by the left[ ] array within the structure half of type 
timeRecord. The macro LAG-WINDOW is defined to facilitate easier 
reference to WWWW.half.right. For example, the C statement 

LAG - W I N D 0 W [ 51 = 0.7 3 5 ;  

will place the value 0.735 into location 5 of the array WWWW.half.right 
(which, owing to the union, is also location 261 of the array WWWW.ful1 or 
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DATA-WINDOW). The statements 

LAG - W I N DOW [ - 1 ] = 0 2 5 .  
L A G _ W I N D O W [ - 2 5 6 ]  = O  5 

will place the value 0.25 into location 255 and the value 0.5 into location 0 of 
the array WW WW. half .left. 

The C function makelagwindow( ), provided in Listing 11.10, takes a 
half window as generated by triangularwindow( ) (or similar functions for 
other window shapes to be presented in subsequent sections) and converts it 
into a full lag window. For the output array, the call of this function should 
use the array WWWW.half.right or its defined alias LAG-WINDOW: 

make lagw indow(  numbTaps. window.  center .  L A G - W I N D O W )  

If N is odd, the full window will be placed in locations - ( N  - 1)/2 through 
( N  - 1)/2 of the “array” LAG-WINDOW[ 1. If N is even and center is 
negative, the full window will be placed in locations - N/2 through (N/2 )  - 1 
of LAG-WINDOW[ 1. If N is even and center is positive, the full window 
will be placed in locations -(N/2) + 1 through N/2 of LAG-WINDOW[ 1.  

The C function makeDataWindow( ), provided in Listing 11.11, takes a 
half window as generated by triangularwindow( ) (or similar functions) 
and converts it into a full data window. For the output array, the call of this 
function should use the array WWWW.ful1 or its defined alias DATA-WIN- 
DOW- 

make Da taWi ndow ( nu m bTaps. window,  DATA-  W I N D O  W )  , 

If N i s  odd, the input value window[O] will lie on the axis of symmetry of the 
output in DATAWINDOW[ 1 .  If N is even, the input value window[O] will 
appear in two consecutive locations in the center of the output window, and 
the axis of symmetry will lie between these two locations. 

11.5 Applying Windows to Fourier Series Filters 

Conceptually, a tapering window such as the triangular window is applied to 
the input of an FIR approximation to an ideal filter. However, since multipli- 
cation is associative, a much more computationally efficient implementation 
can be had by multiplying the window coefficients and the original filter 
coefficients to arrive at  a modified set of filter coefficients. The impulse 
response coefficients produced by the C functions of Sec. 11.1 are generated in 
a data window format {that is, h[n] is defined for 0 5 n < N - 1}. Therefore 
the window coefficients should also be put into a data window format before 
multiplying them with the ideal filter coefficients of Sec. 11.1. 
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TABLE 11.5 Coefficients for a 21-tap Lowpass Filter 
(h[n] are the original coefficients; w[n] are triangular 
window coefficients} 

n 

0, 20 
1, 19 
2, 18 
3, 17 
4, 16 
5, 15 
6, 14 
7, 13 
8, 12 
9, 11 

10 

0.000000 
- 0.033637 
-0.023387 

0.026728 
0.050455 
0.000000 

- 0.075683 
-0,062366 

0.093549 
0.302731 
0.400000 

0.000000 
0.090909 
0.181818 
0.272727 
0.363636 
0.454545 
0.545455 
0.636364 
0.727273 
0,90909 1 
1.00 

0.000000 
-0.006116 
-0.006378 

0.009719 
0.022934 
0.000000 

-0,048162 
-0.045357 

0.076540 
0.275210 
0.400000 

Example 11.5 Apply a triangular window to the 21-tap lowpass filter of Example 11.1. 

solution Table 11.5 lists the original values of the filter coefficients, the corresponding 
discrete-time window coefficients, and the final values of the filter coefficients after the 
windowing has been applied. The frequency response of the windowed filter is shown in 
Figs. 11.23 and 11.24. The response looks pretty good when plotted against a linear axis 
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Figure 11.23 Magnitude response (as a percentage of peak) for a 
triangular-windowed 21-tap lowpass filter. 
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windowed 21-tap lowpass filter. 

as in Fig. 11.23, but the poor stop-band performance is readily apparent when the 
response is plotted on a decibel scale as in Fig. 11.24. 

11.6 von Hann Window 

The continuous-time von Hann window function shown in Fig. 11.25 is 
defined by 

27ct 
w(t) = 0.5 + 0.5 cos - 

T 

T 
It1 2- 

2 
(11.20) 

The corresponding frequency response, shown in Fig. 11.26, is given by 

W ( f )  = 0.542 sinc(7cfT) + 0.232 sinc[nz(f - T ) ]  + 0.235 sinc[nz( f +- z)] (11.21) 

The first sidelobe of this response is 31.4dB below the main lobe, and the 
main lobe is twice as wide as the main lobe of the rectangular window. 
References to the von Hann window as the “hanning” window are wide- 
spread throughout the signal processing literature. This is unfortunate for 
two reasons. First, the window gets its name from Julius von Hann, not some 
nondescript Mr. Hanning. Second, the term hunning is easily (and often) 
confused with Humming. Oppenheim and Schafer (1975) insinuate that the 
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Figure 11.25 The von Hann window. 
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Figure 11.26 Magnitude response of the von Hann window. 
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incorrect use of hanning is due to Blackman and Tukey (1958). This window 
is ocassionally called a raised-cosine window. 

Discrete-time von Hann window 

If the function defined by Eq. (11.20) is sampled using N = 2M + 1 samples 
with one sample at  t = 0 and samples at  nT for n = k 1, &2, . . . , & M, the 
sampled window function becomes 

nn  
w[n]  = 0.5 + 0.5 cos - M - M 5 n 5 M (11.22) 

for the normalized case of T = 1. Evaluation of (11.22) reveals that w(n)  = 0 
for n = &M. This means that the two endpoints do not contribute to the 
window contents and that the window length is effectively reduced to N - 2 
samples. In order to mantain a total of N nonzero samples, we must substitute 
M + 1 for M in Eq. (11.22) to yield 

2nn 
w[n] = 0.5 + 0.5 cos 

2(M + 1) 
- M S n I M  (11.23) 

Equation (11.23) can now be recast in terms of N by substituting ( N  - 1)/2 for 
M to obtain 

2nn - ( N  - 1) N - 1  
w[n] = 0.5 + 0.5 cos - 5 n 5 -  (11.24) 

N - 1  2 2 

n odd 

For an even number of samples, the window values can be obtained by 
substituting either (n  + x) or n( - x) for n in Eq. (11.24) to obtain 

4 2 n  +1)  - N  N 
N - 1  2 2 

w[n]  = 0.5 + 0.5 cos - - -5n<-- l  (11.25) 

- 1  
N even, center at  n "=" - 

2 

n(2n -1)  - N  N 
N - 1  2 2 w[n] = 0.5 + 0.5 cos -+ 1 5  n I -  (11.26) 

1 
N even, center at  n "=" - 

2 

The C function, hannWindow( ), provided in Listing 11.12, generates co- 
efficients for the von Hann window. 
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TABLE 11.6 Coefficients for a 21-tap Lowpass Filter 
{h[n] are the original coefficients; w[n] are von Hann 
window coefficients} 

0, 20 
1,19 
2, 18 
3, 17 
4, 16 
5, 15 
6, 14 
7, 13 
8, 12 
9, 11 

10 

0.000000 
- 0.033637 
-0,023387 

0.026728 
0.050455 
0 . 0 m 0  

-0.075683 
-0.062366 

0.093549 
0.30273 1 
0.400000 

0.00oOOO 
0.024472 
0.095492 
0.206107 
0.345492 
0.500000 
0.654508 
0.793893 
0.904508 
0.975528 
1.00 

O.OOO000 
-0.000823 
- 0.002233 

0.005509 
0.017432 
O.OOO000 

-0.049535 
-0.049512 

0.084616 
0.295323 
0.400000 

Example 11.6 Apply a von Hann window to the 21-tap lowpass filter of Example 11.1. 

solution Table 11.6 lists the original values of the filter coefficients, the corresponding 
discrete-time window coefficients, and the final values of the filter coefficients after the 
windowing has been applied. The frequency response of the windowed filter is shown in 
Fig. 11.27. 
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Figure 11.27 Magnitude response for a von Hann-windowed 21-tap 
lowpass filter. 
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11.7 Hamming Window 

The continuous-time Hamming window function shown in Fig. 11.28 is 
defined by 

(11.27) 
2nt 5 

(t 1 I - 5 2 w(t) = 0.54 + 0.46 cos - 

The Fourier transform of Eq. (11.27) is given by 

W ( f )  = 0.542 sinc(nf7) + 0.235 sinc[nz(f - z)] + 0.235 sinc[nz(f+ z)] (11.28) 

The magnitude of (11.28) is plotted in Fig. 11.29. The highest sidelobe of this 
response is 42.6 dB below the main lobe, and the main lobe is twice as wide 
as the main lobe of the rectangular window’s response. This window gets its 
name from R. W. Hamming, a pioneer in the areas of numerical analysis and 
signal processing, who opened his numerical analysis text (Hamming 1972) 
with the now famous and oft-quoted pearl, ‘‘The purpose of computing is 
insight, not numbers.” 

Discrete-time Hamming windows 

If the function defined by Eq. (11.27) is sampled using N = 2M + 1 samples 
with one sample at t = 0 and samples a t  nT for n = 1, +2, . . . , f M, the 
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Figure 11.28 Hamming window. 
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Figure 11.29 Magnitude response of the Hamming window. 

sampled window function becomes the Lag window defined by 

2nn 
w[n]  = 0.54 + 0.46 CQS ~ 2M - M < n < M  (1 1.29) 

for the normalized case of T = 1. Equation (11.29) can be expressed in terms 
of the total number of samples N by substituting (N - l ) / 2  for M to obtain 

2nn - (N  - 1) N - 1  
w[n] = 0.54 + 0.46 cos - I n < - - -  (11.30) 

n odd 

N - l  2 2 

For an even number of samples, the window values can  be obtained by 
substituting n + :{ for n in Eq. (11.30) to obtain 

N 
2 2 

-<n,<-- - I  
74272 +I) - N  

-. w[n]  = 0.54 + 0.46 cos 
N - 1  

(11.31) 

-1 = ” ~ 

2 
N even, center at n 

The data window form can be obtained by substituting (n - (N - 1)/2] for n in 
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Eq. (11.30) or by substituting (n  - N / 2 )  for n in Eq. (11.31) to yield 

2nn 
w[n] = 0.54 - 0.46 cos ~ 0 < n I N - 1 (11.32) 

N - 1  

(Note the change in sign for the cosine term-this is not a typographical 
error.) 

Example 11.7 Apply a Hamming window to the 21-tap lowpass filter of Example 11.1. 

rolutlon The windowed values of h[k] are listed in Table 11.7, and the corresponding 
frequency response is shown in Fig. 11.30. 

Computer generation of window coefficients 

The C function hammingWindow( ), provided in Listing 11.13, generates 
ordinates for the Hamming window. The output conventions for even and odd 
N are as described in Sec. 11.4. 

11.8 Dolph-Chebyshev Window 

The Dolph-Chebyshev window is somewhat different from the other windows 
in this chapter in that a closed-form expression for the time domain window 
is not known. Instead, this window is defined as the inverse Fourier trans- 
form of the sampled-frequency response which is given by 

-(N - 1) I k I N  - 1 (11.33) 
cos{N cosp'[j? cos(nfi/N)]) 

cosh(N c0sh-l p) W [ k ]  = ( - 1 y  

A sidelobe level of -80 dB is often claimed for this response, but in fact, Eq. 
(11.33) defines a family of windows in which the minimum stop-band attenua- 
tion is a factor of p. A stop-band attenuation of 20cr dB is obtained for a value 

TABLE 11.7 Coefficients for a 21-tap 
Hamming-Windowed Lowpass Filter 

0, 20 
1, 19 
2, 18 
3, 17 
4, 16 
5, 15 
6, 14 
7, 13 
8, 12 
9,11 

10 

0.000000 
-0.003448 
- 0.003926 

0.007206 
0.020074 
o.oo0000 

- 0.051627 
-0.050540 

0.085330 
0.295915 
0.400000 
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Flgure 11.30 Magnitude response for a Hamming-windowed 21-tap 
lowpass filter. 

of p given by 

(11.34) 

Often, /? > 1 and consequently, evaluation of (11.32) may entail taking the 
inverse cosine of values with magnitudes greater than unity. In such cases, 
the following formula can be used: 

(11.35) 

The Dolph-Chebyshev window takes its name from C. L. Dolph and Pafnuti 
Chebyshev. The function W(k)  is a normalized form of the function developed 
by Dolph (1946) for specifying an antenna pattern optimized to achieve a 
narrow main lobe while simultaneously restricting the sidelobe response. 
Helms (1968) applied Dolph's result to the analogous problem of optimizing a 
filter response for a narrow transition band while simultaneously restricting 
sidelobe response. The name of Chebyshev is associated with this window 
because for integer values of z, the numerator of Eq. (11.33) is the zth order 
Chebyshev polynomial: 

T,(x) E cos(2 cos-l x) 
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v o i d  idealLoupass( i r i t  numbTaps? 
r e 0  L LunibdaLI, 
r'ea I hh[ 11 

f o r (  n=8: rlcriumbTaps; n++j 
{ 
nini = I I  - i rea l ) i r iumbTaps- l ) /2 .0 ;  
iflmm==0) 

e l s e  
{hh[n] = IambdaLh'PI; 1 

(hh[n] = s in (nn  * lasbdaU)i~mm * P I ) : )  
I 

r e t u r n ;  
I 

v o i d  idealHighpass! in t  numbTopa, 
r e a  1 IambdaL , 
r e a  1 hh[ 1) 

I 
i n t  n, ntlax; 
r e a l  Rim; 

p r i n t  f i n  i n  i den I H  i phpass \n")  : 
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f o r i  n=B; nsnumhlaps; n++) 
{ 
mm = n - ireal)(numhTaps-1)/2.@; 
i f intm==B) 

{hh [n ]  = l . B  - lanbdaL/PI;] 
e l s e  

jhhL1-11 = -sin(mrn 4 lambdaL)/(mrn 4 P I ) ; )  
} 

r e t u r n ;  
1 

v o i d  idealRandpass( int  numblaps, 
r e a l  IarnbdaL, 
r e a l  IambdaU, 
rea  I hh[ 1) 

{ 
i n t  n, nflax: 
r e a i  mm; 
p r i n t  f l " i n  idealRandpass\n"); 

f o r (  n=0; n<nurnbTaps; n++) 
t 
nlm = n - (real)(numbTaps- l ) i2.B; 
i f(mrn=-0) 

e l s e  
{hh[n]  = (IambdaU - l a r b d a L ~ / P I , l  

i hh [n ]  = (sinrmrn * IarnbdaUj - sin(n1rn * la rbdaL) ) /~ r rn  4 PI):) 
I 

r e t u r n ;  
I 
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v o i d  idcaleandstopj int numbTaps, 
rea I lambdal, 
rea I IambdaU, 
pea I hh[ 1) 

{ 
i r i t  n, nflax ; 
real m m ;  
print f i "  in idealBandstop\n"): 

for( n-8; ninuinbTaps; n++) 
{ 
IP = n - Ireal)~nunbTaps-li/2.8; 
i f(nrn=-O) 

e lse  
{hh[n] = 1 .8  + {IambJaL - lambdaU)/FI;} 

{hh[n] = (sinin * IambdaL) - sin(mn * laabdaU))/irr * FIj:} 
1 

return : 
1 

Listing 11.5 contRectangolarResponse( ) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* * /  
/* Listing 11.5 */ 
/* *! 
/* contRectangularResponse() */ 
/* * /  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

"define TINY 3.16e-5 

real contRectangutarResponse( real freq, real tou, logical dbScale) 

real x ;  
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x = SincIPI * freq * tau); 
if!dbScale) 

{ 
if(fabs(x) < T I N Y )  

else 

1 
ret urnIx) ; 
1 

( X  -98.13;) 

IX = 28. B*  log1 D( fabs(x) 1 ; 1 

Listing 11.6 discRectangularResponse( ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* */ 
/* Listing 11.6 */ 
/* */ 
/* d i scRect ongu larResponse( 1 */  
/* */ 
...................................... 

rea I d i scRect angu I arResponsel re0 I f req, 
int ll, 
logical noraolizedfinplitude) 

I 
real result; 

iflfreq == 8 .e)  

else 
{ result = (real) (2*n+l);) 

{ result = fobs(sin(P1 * freq * 12*f l+l ) ) /  sin( PI * freq));) 
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Listing 11.7 contTriangularResponse( ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* * /  
/* Listing 11.7 */ 
/* */ 
/* cont Tr i angu larResponse( ) * /  
/* */ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

real contTriangularResponse( real freq, 
real tau, 
logical dbScale) 

{ 
real amp@, x ;  
ampQ - Ei.5 * tau; 
x = PI * freq * t a u  / 2 . Q ;  
x = 8 . 5  * t a u  * sincSqrd!x), 
ifldbScale) 

I 
i f(fabs(x/aapQ) < TINY) 

e l s e  

1 
re t  urn(x) ; 
1 

(X = -9R.Q;)  

{ x = 26. Q* log1 R(  fabslx/amp9) 1; ) 

Listing 11.8 discTrianguiarResponse( ) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

/* */  
/* Listing 11.8 */ 
/* * /  
/* d i scTr i angu larResponse( 1 */ 
/* * /  
..................................... 

real discTriangularResponse( real freq, 
int tl, 
Log i ca I norma l i zedAnp I it ude) 

I 
r e a l  result; 
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ifIfreq == A . Q )  

else  
1 r e w l t  = Ireol) fl;) 

{ result = (sin(P1 * freq * fl) * sin(P1 * freq * t l ) )  ! 

1 
[n * sin( PI * freq) * sin( PI * freq)); 

if (  normalizedAmplitudt 1 result = result / (real) 1; 
return(resu1t 1; 
1 

Listing 11.9 triangularwindow( ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* *! 
/* Listing 11.9 */ 
/* */ 
/* triangulorUindor0 */ 
/* */ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

uoid triangularUindoa( int N, real rindoul[I) 
I 
rea l  offset; 
int n; 
offset  - (real) I l - ( N X 2 ) ) ;  

for(n4; n<Iti/2.8); n++) 
{ 
oindor[n] = 1 . 8  - (2.W*n + offset)/(N+l.Q); 
1 

return; 
1 

Listlng 11.10 makelagwindow( ) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* */ 
/* Listing 11.18 */ 
/* */  
I* nakeLagUindow( 1 */  
/* *! 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

uo id rakeLagUindorI int N, 
real rindoc[l, 
int center, 
rea\ outUindoc[l) 
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I 
int n,n; 

ifIH%?) I 
n-(N-l )/I; 
for(n=Ei; nc=n; n++) I 

out Ui ndow[n] = m i  ndou[nI; 
outU i ndomf -n] = out Wi ndoainl; 
1 

1 
e lse  I 

n- "-2 I /? ;  
ifccenter == negatiue) 

for(  n-9; n<=H; n++) { 
out U i ndoa[ nl = 
out U i ndow[-( 1 +n) 1 = mi ndos[nl ; 
1 

i n d o d  n I ; 

) 
else 1 

for( n.8; n<=n; n++) I 
outWindom[n+l] = aindoi[n]; 
outU i ndor[ -n] = m i ndow[nl ; 

1 
1 

return; 
1 

Listing 11.11 makeDataWindow( ) 

uoid makeDotaUindow( int N, 
pea L mi ndom[ I ,  
real out Uindoui 1) 

I 
int n,n; 
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i f (NX2)  { 
ll=!H-1!/2: 
for(n=Q; n<=tI; n++)  { 

outUindou[n]  = windoe[ l l -n l ;  
out U i ndow[ll+n] = w i ndou[nl  ; 
1 

I 
else { 

ll=(N-2)12; 
for!n=B; n<=fl; n++) { 

outUindow[n] = w indou[ll-n]; 
ou tU indoa[ l l+n+ l1  = ar indoulnl ;  
1 

1 
r e t u r n ;  
1 

Listing 11.12 hannWindow( ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* */  
/* L i s t i n g  11.12 * /  
/* * /  
/* h a n d  i ndorr( ) * i  
/* */ 
/**********************~******%*~**/ 
uoid hannUindoa( i n t  ti, r e a l  window[]) 
I 
Logicol  odd; 
in t  n; 
odd = HX2; 

fo r ln -Q;  n<<N/;Z.B); n++) 
i 
i f !  odd) 

e l se  
{windos[n]  * 0 .5  + 0 .5  * cos iTUO_PI*n i i t i - l ) ) ; )  

{w indor [n ]  = 8 .5 + 0.5 * cos(TUO-PI * i2*n+1) / (2 .D* (N- l ) ) ) ; }  
1 

r e t u r n ;  
I 
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v o i d  haamingUindoa( int N, real window[]) 
i 
Logical odd; 
i n t  n; 
odd = N U ;  

f n r i n - 6 ;  n < i N I 2 . B ) ,  n + + i  
I 
i f ]  o d d )  

e Lse 
{s indow[n ]  = 8 . 5 4  + 8.46 * c n s ~ l U C l - P I * n ~ ~ N - l ) ~ ; ]  

lwindow[n] = 8 . 5 4  + 8.46 * 
cos( TUO-PI * (Z*n+ 1 ),‘I: 2 . V  ( N- I ) 1 1 ; 

I 
r>eturn;  
1 





Chapter 

FIR Filter Design: Frequency 
Sampling Method 

12.1 Introduction 

In Chap. 11, the desired frequency response for an FIR filter was specified in 
the continuous-frequency domain, and the discrete-time impulse response 
coefficients were obtained via the Fourier series. We can modify this proce- 
dure SO that the desired frequency response is specified in the discrete- 
frequency domain and then use the inverse discrete Fourier transform (DFT) 
to obtain the corresponding discrete-time impulse response. 

Example 12.1 Consider t h e  case of a 21-tap lowpass filter with a normalized cutoff 
frequency of 2, = 3 ~ 1 7 .  The sampled magnitude response for positive frequencies is 
shown in Fig. 12.1. The normalized cutoff frequency falls midway between n = 4 and 
n = 5, and the normalized folding frequency of i = n falls midway between n = 10 and 
n = 11. (Note that  45/10.5 = 3/7.) We assume that  H,( -n )  = H,(n) and use the inverse 
DFT to obtain the filter coefficients listed in Table 12.1. The actual continuous-frequency 

21 1 
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TABLE 12.1 Coefficients for the 21-tap Filter 
of Example 12.1 

h[O] = h[20] = 0.037334 
h[ 11 = h[ 191 = -0.021192 
h[2] h[18] = -0.049873 
h[3] = h[17] = 0.000000 

h[4] = hi161 = 0.059380 
h[5] = h[15] = 0.030376 

h[6] = h[14] = -0.066090 
h[7] = h[13] = -0.085807 
h[8] = h[12] = 0.070096 
h[9] = h[l l ]  = 0.311490 

h[10] = 0.428571 

response of an FIR filter having these coefficients is shown in Figs. 12.2 and 12.3. Figure 
12.2 is plotted against a linear ordinate, and dots are placed at  points corresponding to 
the discrete-frequencies specified in Fig. 12.1. Figure 12.3 is included to provide a 
convenient baseline for comparison of subsequent plots that will have to be plotted 
against decibel ordinates in order to show low stop-band levels. 

The ripple performance in both the pass-band and stop-band responses can 
be improved by specifying one or more transition-band samples at values 
somewhere between the pass-band value of Hd(rn) = 1 and the stop-band 

7 0 - r 
2 

frequency X 

Figure 12.2 Magnitude response for filter of Example 
12.1. 
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Figure 12.3 Filter response for Example 12.1 plotted on deci- 
bel scale. 

value of Hd(rn) = 0. Consider the case depicted in Fig. 12.4 where we have 
modified the response of Fig. 12.1 by introducing a one-sample transition band 
by setting Hd ( 5 )  = 0.5. The continuous-frequency response of this modified 
filter is shown in Fig. 12.5, and the coefficients are listed in Table 12.2. 

The peak stop-band ripple has been reduced by 13.3dB. An even greater 
reduction can be obtained if the transition-band value is optimized rather 
than just arbitrarily set halfway between the pass-band and the stop-band 
levels. It is also possible to have more than one sample in the transition band. 
The methods for optimizing transition-band values are iterative and involve 
repeatedly computing sets of impulse response coefficients and the corre- 
sponding frequency responses. Therefore, before moving on to specific opti- 
mization approaches, we will examine some of the mathematical details and 

I : ; : : ; = : = : =  - n  

1 2  3 4 5 6 7 8 9 1 0 1 1  

Figure 12.4 Discrete-frequency magnitude response 
with one transition-band sample midway between the 
ideal pass-band and stop-band levels. 
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77 7r - 0 
2 

frequency A 

Figure 12.5 Continuous-frequency magnitude response corre- 
sponding to the discrete-frequency response of Fig. 12.3. 

TABLE 12.2 Coefficients for the 21-tap 
Filter with a Single Transition-Band 
Sample Value of 0.5 

h[O] = h[20] = 0.002427 
h[ 11 = h[ 191 = 0.008498 
h[2] = h[18] = -0.010528 
h[3] = h[17] = -0.023810 
h[4] = h[16] = 0.016477 
h[ 51 = h[ 151 = 0.047773 
h[6] = h[14] = -0.020587 
h[7] = h[13] = -0.096403 
h[8] = h[ 121 = 0.023009 
h[9] = h[ 111 = 0.315048 

h[ 101 = 0.476190 

explore some ways for introducing some computational efficiency into the 
process. 

12.2 

Consider the desired response shown in Fig. 12.6 for the case of an odd-length 
filter with no transition band. If we assume that the cutoff lies midway 

Odd N versus Even N 
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”P : 

X U  7 l  

Figure 12.6 Desired frequency-sampled response for an 
odd-length filter with no transition-band samples. 

between n = np and n = np + 1 as shown, the cutoff frequency is 27cF(nP + x), 
where F is the interval between frequency domain samples. For the nor- 
malized case where T = 1,  we find F = 1 / N ,  so the normalized cutoff is given 
by 

n(2np  + 1) 
N 

a, = (12.1) 

This equation allows us to compute the cutoff frequency when np and N are 
given. However, in most design situations we will need to start with known 
(desired) values of N and 2, and then determine np.  We can solve (12.1) for 
np, but for an arbitrary value Au, the resulting value of np might not be an 
integer. Therefore, we write 

(12.2) 

where ,IuD denotes desired AU and 1 . 1  denotes the “floor” function that 
truncates the fractional part from its argument. Equation (12.2) yields a 
value for np that guarantees that the cutoff will lie somewhere between np and 
np + 1, but not necessarily at the midpoint. The difference AA =lAu  - A u D ]  is 
an indication of how “good” the choices of np and N are-the smaller A1 is, 
the better the choices are. 

It is a common practice to assume that the cutoff frequency lies midway 
between n = np and n = np + 1 as in the preceding analysis. If the continuous- 
frequency amplitude response is a straight line between A(n) = 1 at  n = np 
and A(n) = 0 at n = np $- 1, the value of the response midway between these 
points will be 0.5. However, since A(n) is the amplitude response, the 
attenuation at the assumed cutoff is 6dB. For an attenuation of 3dB, the 
cutoff should be assigned to lie a t  a point which is 0.293 to the right of np and 
0.707 to the left of np + 1. 
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If we assume that the cutoff lies at np + 0.293, the cutoff frequency is 
2xF(np + 0.293) and the normalized cutoff is given by 

274np + 0.293) 
N Au = (12.3) 

The required number of samples in the (two-sided) pass band is 2np + 1 where 

np = 1% - 0.293 1 
For convenience we will denote the Au given by (12.1) as 16 and the Au given 
by (12.3) as &. 

Even N 

Now let's consider the response shown in Fig. 12.7 for the case of an 
even-length filter with no transition band. If we assume that the cutoff lies 
midway between n = np and n = np + 1, the cutoff frequency is 27cFnp and the 
normalized cutoff is 

2nnp 
N 

A, = - 

Solving for np and using the floor function to ensure integer values, we obtain 

If we assume that the cutoff lies at np + 0.293, the cutoff frequency is 
2zF(np  - 0.207) and the normalized cutoff is 

27c(np - 0.207) 
N & = 

n 

"P : 

- 1  

X U  I 

Figure 12.7 Desired frequency-sampled response for an 
even-length filter with no transition-band samples. 
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The required number of samples in the (two-sided) pass band 2np where 

np = 1% 27c + 0.207 J 
If processing constraints or other implementation considerations place an 
upper limit N,,, on the total number of taps that can be used in a particular 
situation, it might be smart to choose between N = N,,, and N = (NmaX - 1) 
based upon which value of N yields Au that is closer to ,Iu,. 

Example 12.2 For N,,, = 21 and A,D = ?4, determine whether N = 21 or N = 20 would 
be the better choice based on values of 81. 

solution For N = 20, 

1,=-=- 2n(4) 2R 

20 5 

For N = 21, 

Qx 3x 1 --=- 
6 - 2 1  7 

For this contrived case, N = 21 is not only the better choice-it is the best choice, 
yielding A1 = 0. 

Example 12.3 For N,,, = 21 and A,, = 2"/5, determine whether N = 21 or N = 20 would 
be the better choice based on values of AA. 

solution For N = 20, 

np = L20[(2"'5)1 i- 0.2071 = L4.2091 = 4 
2n 

274 4 - 0.207) 
20 

1, = = 1.1916 

AA = - - 1 1916 = 0.065 I"," . I 
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For N = 21, 

np = L21[(2n’5)1 2n 
- 0.293 

271( 3.293) 
21 

1 - 0.9853 
3 -  

A1 = - - 0.9853 = 0.2714 12: I 
Since 0.065 < 0.2714, the better choice appears t o  be N = 20. 

12.3 Design Formulas 

The inverse DFT can be used as it was in Example 12.1 to obtain the 
impulse response coefficients h(n) from a desired frequency response that 
has been specified at  uniformly spaced discrete frequencies. However, for 
the special case of FIR filters with constant group delay, the inverse DFT 
can be modified to take advantage of symmetry conditions. Back in Sec. 8.2, 
the DTFT was adapted to the four specific types of constant-group-delay 
FIR filters to obtain the dedicated formulas for H(w) and A ( o )  that  
were summarized in Table 10.1. For the discrete-frequency case, the DFT 
can be similarly adapted to obtain the explicit formulas for A(k)  given in 
Table 12.3. (The entries in the table are for the normalized case where 
T = 1.) After some trigonometric manipulation, we can arrive at  the corre- 
sponding inverse relations or design formulas listed in Table 12.4. These 
formulas are implemented by the C function fsDesign( ) provided in Listing 
12.1. 

TABLE 12.3 Discrete-Frequency Amplitude Response of FIR Filters with Constant Group Delay 

1 M - l  M 

h[n] symmetric h [ M ]  + C 2h[n] cos 
N odd n = O  n = l  

I h[n] N symmetric even h - 0  1 2h[n] cos[ ]= n = 1  2h[:-n]cos{ N 
(N/2) ~ 1 2s(M - n)k 27tk[n - (1/2)] 2 

3 
h[n] antisymmetric 

N odd 

M - l  2n(M-n)k 1 2h[n] sin 
n = O  

I (NP) - 1 27I(M-n)k N / 2  2rrk[n - (1/2)] 4 
h[n] antisymmetric 1 2h[n] sin[ ]= C 2h[:-n]sin{ 

N even n = O  n = l  
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TABLE 12.4 Formulas for Frequency Sampling Design of FIR filters with Constant Group Delay 

Type h[n] n = 0 , 1 , 2  , . . . ,  N - I  

1 
h[n] symmetric 

N odd 

2 
h[n] symmetric 

N even 

3 
h[n] antisymmetric 

N odd '{ k = l  
2A(k) sin[ 2n(M - n)k I) 

h[n] antisymmetric 4 $ b(3 sin[n(M - n)] + (Ni2) 1 1 ZA(k) sin[ 2n(MN- 4 k ] ]  
N even k =  1 

12.4 Frequency Sampling Design with 
Transition-Band Samples 

As mentioned in the introduction to this chapter, the inclusion of one or 
more samples in a transition band can greatly improve the performance of 
filters designed via the frequency sampling method. In Sec. 12.1, some im- 
provement was obtained by simply placing one transition-band sample 
halfway between the pass band's unity amplitude and the stop band's zero 
value. However, even more improvement can be obtained if the value of this 
single transition-band sample is "optimized." Before proceeding, we need to 
first decide just what constitutes an "optimal" value for this sample-we 
could seek the sample that minimizes pass-band ripple, minimizes stop-band 
ripple, or minimizes some function that depends upon both stop-band and 
pass-band ripple. The most commonly used approach is to optimize the 
transition-band value so as to minimize the peak stop-band ripple. 

For any given set of desired amplitude response samples, determination of 
the peak stop-band ripple entails the following steps: 

1. From the specified set of desired amplitude response samples H d ,  compute 
the corresponding set of impulse response coefficients h using the C 
function fsDesign( ) presented in Sec. 12.3. 

2. From the impulse response coefficients generated in step 1, compute a fine- 
grained discrete-frequency approximation to the continuous-frequency 
amplitude response using the C function cgdFirResponse( ) presented in 
Sec. 10.3. 

3. Search the amplitude response generated in step 2 to find the peak value 
in the stop band. This search can be accomplished using the C function 
findSbPeak( ) given in Listing 12.2. 
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In general, we will need five parameters to specify the location of the stop 
band(s) so that findSbPeak( ) “knows” where to search. The first parameter 
specifies the band configuration-lowpass, highpass, bandpass, or bandstop. 
The other parameters are indices of the first and last samples in the filter’s 
pass bands and stop bands. Lowpass and highpass filters need only two 
parameters n, and n2,  but bandpass and bandstop filters need four: n,, n2, n3, 
and n4. The specific meaning of these parameters for each of the basic filter 
configurations is shown in Fig. 12.8. For easier argument passing, find- 
SbPeak( ) has been designed to expect the filter configuration specified in a 
single input array bandconfig[ ] as follows: 

bandConfig[O] = 1 for lowpass, 2 for highpass, 
3 for bandpass, 4 for bandstop 

bandconfig[ 11 = n, 

bandconfig[ 21 = n2 

bandconfig[ 31 = n3 

bandconfig[ 41 = n4 

bandConfig[5] = number of taps in filter 

To see how this information is used, consider the lowpass case where n2 is the 
index of the first stop-band sample in the desired response Hd [n].  The goal is 
to find the peak stop-band value in the filter’s continuous-frequency magnitude 
response. The computer must compute samples of a discrete-frequency approx- 
imation to this continuous-frequency response. This approximation should not 
be confused with the desired response Hd [n],  which is also a discrete-frequency 
magnitude response. The latter contains only N samples, where N is the 
number of taps in the filter. The approximation to the continuous-frequency 
response must contain a much larger number of points. The number of samples 
in the (one-sided) approximation to the continuous response is supplied to 
findSbPeak( ) as the integer argument numPts.  For the examples in this 
chapter, values for numPts  ranging from 120 to 480 have been used. In 
searching for the peak of a lowpass response, findSbPeak( ) directs its 
attention to samples n, and beyond in the discrete-frequency approximation 
to the continuous-frequency amplitude response where 

2Ln, 
n, = - 

N 

and L = number of samples in the (one-sided) approximation to the continu- 
ous response (that is, numPts) 

N = number of taps in the filter 
n2 = index of first sample in the desired (positive-frequency) stop band 



FIR Filter Design: Frequency Sampling Method 221 

I . 
"1 n2 

( d )  p. = = = =  . o * *  

0 0 

"1 "2 n3 n4 

Figure 12.8 Parameters for specifying band configurations: (a)  
lowpass, ( b )  highpass, (c) bandpass, and ( d )  bandstop. 

For highpass, bandpass, and bandstop filters, the search is limited to the stop 
band in a similar fashion. 

The approach for finding the peak, as outlined in steps 1 through 3 above, 
contains some "fat" that could be eliminated to gain speed at the expense of 
clarity and modularity. For example, computing the entire amplitude re- 
sponse is not necessary, since only the stop-band values are of interest to the 
optimization procedure. Also, for any given filter, consecutive peaks in the 
response will be separated by a number of samples that remains more or less 
constant-this fact could be exploited to compute and examine only those 
portions of the response falling within areas where stop-band ripple peaks 
can be expected. 

Optimization 

In subsequent discussions, TA will be used to denote the value of the single 
transition-band sample. One simple approach for optimizing the value of T A  
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is to just start with TA = 1 and keep decreasing by some fixed increment, 
evaluating the peak stop-band ripple after each decrease. At first, the ripple 
will decrease each time TA is decreased, but once the optimal value is passed, 
the ripple will increase as we continue to decrease TA. Therefore, once the 
peak ripple starts to increase, we should decrease the size of the increment 
and begin increasing instead of decreasing T A .  Once peak ripple again stops 
decreasing and starts increasing, we again decrease the increment and 
reverse the direction. Eventually, TA should converge to the optimum value. 
A slightly more sophisticated strategy for finding the optimum value of TA is 
provided by the so-called golden section search (Press et al. 1986). This 
method is based on the fact that the minimum of a function f ( x )  is known to 
be “bracketed” by a triplet of points a < b < c provided that f ( b )  < f ( a )  and 
f ( b )  < f(c). Once an initial bracket is established, the span of the bracket can 
be methodically decreased until the three points a,  b, and c converge on the 
abscissa of the minimum. The name ‘‘golden section” comes from the fact 
that the most efficient search results when the middle point of the bracket is 
a fraction distance 0.61803 from one endpoint and 0.38197 from the other. A 
C function goldensearch( ), provided in Listing 12.3, performs a golden 
section search for our specific application. This function calls fsDesign( ), 
cgdFirResponse( ), normalizeResponse( ), findSbPeak( ), and set- 
Trans( ). All of these have been discussed previously, with the exception of 
setTrans( ), which is provided in Listing 12.4. For the single-sample case 
this function is extremely simple, but we shall maintain i t  as a separate 
function to facilitate anticipated extensions for the case of multiple samples 
in the transition band that will be treated in Secs. 12.5 and 12.6. The inputs 
accepted by goldensearch are as follows: 

firType: 1 for N odd, h[n] symmetric; 2 for N even, h[n] symmetric; 3 for N 
odd, h[n] antisymmetric; 4 for N even, h[n] antisymmetric 

numTaps: The number of taps in the desired FIR filter 

Hd[ ] : The positive-frequency samples of the desired magnitude response 

tol: The tolerance used to terminate the golden section search 

numFreqPts: The number of samples in the (one-sided) discrete-frequency 
approximation to the filter’s continuous-frequency response 

bandconfig[ ] : An array containing filter configuration information as 
explained above for findSbPeak( ) 

The function provides two outputs-the peak stop-band value of the magni- 
tude response is provided as the function’s return value, and the correspond- 
ing abscissa (frequency) is written into *fmin. 

Example 12.4 For a 21-tap lowpass filter, find the value for the transition-band sample 
Hd [5] such that the peak stop-band ripple is minimized. 
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Figure 12.9 Magnitude response of 21-tap filter from Example 
12.4. 

solution The optimal value for Hd[5] is 0.400147, and the corresponding amplitude re- 
sponse is shown in Fig. 12.9. The filter coefficients are listed in Table 12.5. Compared to 
the case where Hd 151 = 0.5, the peak stop-band ripple has been reduced by 11.2 dB. 

12.5 Optimization with Two Transition-Band Samples 

The optimization problem gets a bit more difficult when there are two or more 
samples in the transition band. Let's walk through the case of a type 1 

TABLE 12.5 Coefficients for the Filter 
of Example 12.4 

h[O] = h[20] = 0.009532 
h[i] = h[i91 = 0.002454 

h[31= h[i71 = -0.018963 

h[51= h[i51 = 0.044232 

h[2] = h[18] = -0.018536 

h[4] = h[ 161 = 0.025209 

h[6] = h[14] = -0.029849 
h[7] = h[13] = -0.094246 
h[8] = h[12] = 0.032593 
h[9] = h[l l ]  = 0.314324 

h [ 101 = 0.466498 
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0.2 

lowpass filter with 21 taps having a desired response specified by 

-. Figure 12.10 Line of steepest de- 
scent plotted in the HA -HB plane. 

The values of HA and HB will be optimized to produce the filter having the 
smallest peak stop-band ripple. 

1. Letting HB = 1 and using a stopping tolerance of 0.01 in the single- 
sample goldensearch( ) function from Sec. 12.4, we find that the peak 
stop-band ripple is minimized for HA = 0.398227. Thus we have defined one 
point in the HA -HB plane; specifically (HA1 = 0.398227, HB1 = 1.0). 

2. We define a second point in the plane by setting HB = 0.97 and once 
again searching for the optimum HA value that minimizes the peak stop-band 
ripple. This yields a second point a t  (0.376941, 0.97). 

3. The two points (0.398227,l) and (0.376941,0.97) can then be used to 
define a line in the HA-HB plane as shown in Fig. 12.10. Our ultimate goal 
is to determine the ordered pair (HA, H B )  that minimizes the peak stop- 
band ripple of the filter. In the vicinity of (HA1, l), the line shown in Fig. 
12.10 is the “best” path along which to search and is therefore called the 
line of steepest descent. On the way to achieving our ultimate goal, a 
useful intermediate goal is to find the point along the line a t  which the 
filter’s stop-band ripple is minimized. In order to  use the single-sample 
search procedure from Sec. 12.4 to search along this line, we can define 
positions on the line in terms of their projections onto the HA axis. To 
evaluate the filter response for a given value of H A ,  we need to have HB 
expressed as a function of HA. The slope of the line is easily determined from 
points 1 and 2 as 

1-0.97 
0.398227 - 0.376941 

m =  = 1.4093 
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Thus we can write 

HB = 1.4093HA + b (12.4) 

where b is the HB intercept. We can then solve for b by substituting the 
values for HA, HB at  point 1 into (12.4) to obtain 

b = HB - 1.4093HA 

= 1 - 1.4093(0.398227) = 0.438779 

Thus the line of steepest descent is defined in the HA-H, plane as 

HB = 1.4093HA + 0.438779 (12.5) 

The nature of the filter design problem requires that 0 I H A  I 1  and 0 I 
HB I 1. Furthermore, examination of (12.5) indicates that HB <HA for all 
values of HA between zero and unity. Thus, the fact that HB must not exceed 
unity can be used to further restrict the values of HA. We find that H, = 1 for 
HA = 0.39823. Therefore, the search along the line is limited to values of H A  

such that 0 I H A  I 0.39823. The point along the line (12.5) a t  which the peak 
stop-band ripple is minimized is found to be (0.099248,0.57863). The peak 
stop-band ripple a t  this point is -66.47 dB. 

4. The ripple performance of -66.47 is respectable, but it is not the best 
that we can do. The straight line shown in Fig. 12.10 is in fact just an 
extrapolation from points 1 and 2. Generally, the actual path of steepest 
descent will not be a straight line and will diverge farther from the extrapo- 
lated line as the distance from point 1 increases. Thus when we find the 
optimum point (labeled as point 3) lying along the straight line, we really 
have not found the optimum point i n  general. One way to deal with this 
situation is to hold HB constant a t  the value corresponding to point 3 and 
then find the optimal value of HA-without constraining H A  to lie on the 
line. This results in point 4 as shown in Fig. 12.11. (Figure 12.11 uses a 
different scale than does Fig. 12.10 so that fine details can be more clearly 
shown.) The coordinates of point 4 are (0.98301,0.57863). 

5. We now perturb HB by taking 97 percent of the value corresponding 
to point 4 [that is, HB = (0.97)(0.57863) = 0.5612711. Searching for the value 
of H A  that minimizes the peak stop-band ripple, we obtain point 5 at 
(0.085145, 0.561271). 

6. The two points (0.099248,0.57863) and (0.085145,0.561271) can then be 
used to define the new line of steepest descent shown in  Fig. 12.11. Using 
the approach discussed above in 3, we then find the point along the line at  
which the peak stop-band ripple is minimized. This point is found to be 
(0.098592,0.579014), and the corresponding peak ripple is - 69.680885 dB. 

7. We can continue this process of defining lines of steepest descent and 
optimizing along the line until the change in peak stop-band ripple from one 
iteration to the next is smaller than some preset limit. Typically, the opti- 
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Figure 12.11 Second line of 

mization is terminated when the peak ripple changes by less than 0.1dB 
between iterations. Using this criterion, the present design converges after 
the fourth line of steepest descent is searched to find the point (HA = 

0.098403, HB = 0.579376) where the peak stop-band ripple is - 71.08 dB. 

Programming considerations 

Optimizing the value of HA, with H, expressed as a function of HA, requires 
some changes to the way in which the function findSbPeak( ) interfaces to 
the function goldensearch( ). In the single-sample-transition case, the 
search was conducted with HA as the independent variable supplied (in the 
appropriate location of Hd[ 1) to findSbPeak( ). For the two-sample-transi- 
tion case, the software has been designed to conduct the search in terms of 
the displacement p measured along an arbitrary line. (This approach is more 
general than it needs to be for the two-sample case, but doing things this way 
makes extension to three or more samples relatively easy-see Sec. 12.6 for 
details.) The function findSbPeak( ) “expects” to have the HA and HB 
values ‘‘plugged into” the appropriate locations in the array Hd[ 3 .  The 
function goldenSearch2( ) given in Listing 12.5 has been modified to include 
a call to setTransition( ) before each call to findSbPeak( ). The function 
setTransition( ), shown in Listing 12.6, accepts p as an input and resolves it 
into the HA and H B  components needed by findSbPeak( ) for computation of 
the impulse response and the subsequent estimation of the continuous- 
frequency amplitude response. The line along which p is being measured is 
specified to setTransition( ) via the origins[ ] and slopes[ ] arrays. The 
values of HA and H ,  corresponding to p = 0 are passed in origins[l] and 
origins[2], respectively. The changes in HA and H ,  corresponding to A p  = 1 
are passed in slopes[ 11 and slopes[ 21, respectively. Setting slopes[ 11 = 1 and 
origins[l] = 0 is the correct way to specify H A  = p. (Note that if we set 
slopes[l] = 1, origins[ 11 = 0 ,  slopes[2] = 0 and origins[2] = 0, the single- 
sample case can be handled as a special case of the two-sample case, since 
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these values are equivalent to setting HA = p and H ,  = 0.) The iterations of 
the optimization strategy are mechanized by the function optimize2( ) given 
in Listing 12.7. After each call to goldenSearch2( ), the function opti- 
mize2( ) uses the function dumpRectComps( ) (shown in Listing 12.8) to 
print the HA and H, projections of the value returned by goldenSearch2( ). 

Example 12.5 Complete the design of the 21-tap filter that  was started a t  the beginning 
of this section. 

solution As mentioned previously, when goldenSearch2( ) is used with a stopping 
tolerance of 0.01, the example design converges after four lines of steepest descent have 
been searched. Each line involves 3 points-2 points to  define the line plus 1 point at 
which the ripple is minimized. The coordinates and peak stop-band ripple levels for the 
12 points of the example design are listed in Table 12.6. Each of these points required 8 
iterations of goldenSearch2( ). The impulse response coefficients for the filter corre- 
sponding to the transition-band values of HA = 0.098403 and HB = 0.579376 are listed in 
Table 12.7. The corresponding magnitude response is plotted in Fig. 12.12. 

TABLE 12.6 Points Generated in the Optimization Procedure 
for Example 12.5 

Iteration HA HB Stop-band peak, dB 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

0.398227 
0.376941 
0.099248 
0.098301 
0.085145 
0.098592 
0.098301 
0.085145 
0.098473 
0.098301 
0.085145 
0.098403 

1.0 
0.97 
0.578630 
0.578630 
0.561271 
0.579014 
0.579014 
0.561643 
0.579241 
0.579241 
0.561864 
0.579376 

-42.22 

-66.47 
-42.76 

-69.93 
-65.87 
- 69.68 
- 71.05 
-65.20 
- 70.89 
- 71.02 
- 64.61 
- 71.08 

TABLE 12.7 Impulse Response Coefficients for 
the Filter of Example 12.5 

h[O] = h[20] = 0.002798 
h[ 11 = h[ 191 = 0.004783 
h[ 21 = h[ 181 = -0.006541 
h[3] =h[17] = -0.018285 
h[4] = h[16] = 0.007862 
h[ 51 = h[ 151 = 0.042175 
h[6] = h[14] = -0.007896 
h[7] = h[13] = -0.092308 
h[8] = h[12] = 0.007530 
h[9] = h[l l ]  = 0.313553 

h[ 101 = 0.492659 
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Figure 12.12 Magnitude response for Example 12.5. 

Careful examination of the values in Table 12.6 reveals several anomalies. 
Points 1, 2, 4, 5, 7, 8, 10, and 11 define lines of steepest descent; and points 3, 
6,9, and 12 are the corresponding optimal points along these lines. The ripple 
performance of the “optimal” point 6 is -69.68 while the performance at 
point 4 is -69.93. These two points lie on the same line, and the performance 
at point 4 is better than the performance at point 6. A similar situation 
occurs with points 7 and 9. Such behavior indicates that the stopping 
criterion for goldenSearch2( ) is not stringent enough, thereby allowing the 
search to stop before the best point on the line is found. 

Example 12.6 Redesign the filter of Example 12.5 using to1 = 0.001 instead of to1 = 0.01. 

solution The number of iterations required for each point increases from 8 to 14, but the 
design procedure terminates after only two lines of steepest descent. The coordinates and 
peak stop-band ripple levels for the six points of this design are listed in Table 12.8. The 
impulse response coefficients are listed in Table 12.9. 

TABLE 12.8 Points Generated in the Optimization Procedure 
for Example 12.6 

Iteration H.4 H B  Stop-band peak, dB 

1 0.399133 1.0 -42.24 
2 0.377674 0.97 -42.73 
3 0.100240 0.582148 - 70.46 
4 0.100220 0.582148 - 70.34 
5 0.087517 0.564683 -65.10 
6 0.100425 0.582429 - 70.39 
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TABLE 12.9 Impulse Response Coefficients for 
the Filter of Example 12.6 

h[O] = h[20] = 0.002636 
h[ 11 = h[ 191 = 0.004775 
h[2] = h[18] = -0.006170 
h[3] = h[17] = -0.018170 
h[4] = h[16] = 0.007275 
h[5] = h[15] = 0.042024 

h[6] = h[14] = -0.007122 
h[7] = h[13] = -0.092186 
h[8] = h[12] = 0.006629 
h[9] = h[ l l ]  = 0.313507 

h[ 101 = 0.493605 

Comparison of Tables 12.6 and 12.8 reveals that performance obtained in 
Example 12.6 is 0.7 dB worse than the performance obtained in Example 12.5. 
Furthermore, within Example 12.6, the performance a t  point 3 is slightly 
better than the performance at  point 6. Possible strategies for combatting 
these numeric effects would be to use a ‘‘tweaking factor’’ larger than 97 
percent, or to have the tweaking factor approach unity with successive 
iterations. 

12.6 Optimization with Three Transition-Band Samples 

Just as the two-transition-sample case was more complicated than the single- 
sample case, the three-sample case is significantly more complicated than the 
two-sample case. Let’s consider the case of a type 1 lowpass filter having a 
desired response as shown in Fig. 12.13. (The following discussion assumes 
that the three variables HA, HB, and H ,  are each assigned to one of the axes 
in a three-dimensional rectilinear coordinate system.) 

1. Consider points along the line defined by Hc = 1, HB = 1. (Note: H ,  = 1 
defines a plane parallel to the HA-HB plane, and HB = 1 defines a plane that 
intersects the Hc = 1 plane in a line which is parallel to the H A  axis.) Use a 
single-variable search strategy (such as the golden section search) to locate 
the point along this line for which the peak stop-band ripple is minimized. 
Denote the value of HA at  this point as HA1. 

2. Consider points along the line defined by H ,  = 1, HB = 1 - E .  Use a 
single-variable search strategy to locate the point along this line for which 
the peak stop-band ripple is minimized. Denote the value of H A  at  this point 
as HA2. 

3 .  The points (Hal ,  1) and ( H A 2 , l -  E )  define a line in the HA -HB plane as 
shown in Fig. 12.10 for the two-sample case. [Actually the points and the line 
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Flgure 12.13 Desired response 
for a 21-tap type 1 filter with 
three samples in the transition 
band. 

are in the plane defined by Hc = 1, and their projections onto the HA -HB 
plane are shown by Fig. 12.10. However, since the planes are parallel, 
everything looks the same regardless of whether we plot the points in the 
Hc = 1 plane or their projections in the HA -HB (that is, H ,  = 0) plane.] In  the 
vicinity of (HA1, l), this line is the ''best'' path along which to search and is 
therefore called the line of steepest descent. Search along line to find the point 
a t  which the peak stop-band ripple is minimized. Denote the values of HA and 
HB a t  this point as HA3 and HB3, respectively. As noted previously, the true 
path of steepest descent is in fact curved, and the straight line just searched 
is merely an extrapolation based on the two points ( H A 1 ,  1) and (HAZ, 1 - c ) .  
Thus the point (HA3,  HB3) is not a true minimum. However, this point can be 
taken as a starting point for a second round of steps 1, 2, and 3 which will 
yield a refined estimate of the minimum's location. This refined estimate can 
in turn be used as a starting point for a third round of steps 1, 2, and 3. This 
cycle of steps 1, 2, and 3 is repeated until the peak ripple a t  (HA3,  HB3) 
changes by less than some predetermined amount (say, 0.1 dB). 
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i n t  fsOcsign( i n t  ti, 
i n t  f i r l y p e ,  
r e a l  R[], 
r e a  L h[ 1 j 

{ 
i n t  n,k, s t a t u s ;  
r e a l  x, tl; 
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r e a  I f i ndSbPeak( i n t  bandton f i g[ 1 I 
i n t  nulnPt s, 
r e a l  H I ] )  

{ 
real peak; 
int n ,  nBeg, nEnd, 
i n t  f i I t e rType ;  

f i 1 tcrType-handton 

s w i t c h  i f i L t c r T y p e  
case 1 :  

i ndcxClfPeak ; 

f 
/* lolupass */ 

nBeg = ?*nunPts*bandConf ig[2]/bandConf i g [S I ;  
nEnd = numPts-1; 
break; 

case 2 :  /* highpass * /  
case 3 :  /* bandpass */  

nBeg = IJ; 
nEnd = 2*numPts*bandConf i g [ l  ]/bandConf i g [S I ;  
break; 

nBeg = 2*numPts*bandConf ig[2]/bandConf i g [S l ;  
nEnd = 2*nuaPts*bandConf ig[3]/bandConf ig[S];  
break; 

case 4 :  /* bandstop *I 

1 
peak = -9999.8; 
for(n=nBeg; n<nEnd; n++) 

i f (H[n]>peak) { 
peak=H[n]; 
indexUfPeak - n; 

.) 
i f ( f i  I te rType == 4) { 

n6eg = 2*numPt+bandConf ig[4]/bandConf i g [ S l ;  
nEnd = numPts; 
for ln-nBcg; ncnEnd; n++) 

/* bandpass has second stophand */ 

i f (H[n ]>peak j  
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peak=H[nl; 
i ndexDfPeak = n; 
1 

1 

re tu rn jpeak ) ;  
1 

Listing 12.3 goldensearch( ) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/*  */ 
/ *  L i s t i n g  1 2 . 3  *i  
/* *! 

/* */ 
/* go IdenSearch( ) */ 

/********b********b***************y/ 

r e a l  goldenSearchl  int  f irType, 
i nt numblaps, 
r e a l  Hd[ l ,  
r e a l  t o l ,  
int  nuaFreqPts, 
i nt bandConf i g[ 1 , 
r e a l  * fm in )  

i 
r e a l  xD, x l ,  x 2 ,  x 3 ,  xmin, f @ ,  f l ,  f2, f3, oldXmin; 
r e a l  I e f t O r d ,  r i g h t U r d ,  midOrd, midfibsc, x ,  xb; 
r e a l  d e l t a ;  
s t a t i c  r e a l  hh[18D], H[610]; 
int  n; 
l o g i c a l  dbScale; 
FILE *LogPtr; 

pr int  f (  " i n  go IdenSearch\n"); 
I ogP t r  = fopen("search. Iog","u"); 

dbSca le = TRUE; 
/*-------------------------------------------- */ 
se tTrans(  bandconf ig,  El, Hd); 
fsDes ign l  numblnps, f i r l y p c ,  Hd, hh) ;  
cgdFirResponse( f irType,nurbTops, hh, dbScale, numFreqPts,H); 
n o r r a l  izeResponseldbScale, numFreqPts,Hj; 
l e f t  Ord - f i ndSbPeak(bandConf i g, nunFreqPts,H) ; 
p r i n t f ( " l e f t 0 r d  - T f \n " ,  I e f t O r d ) ;  
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setTrans( bandton f ig ,  1 .8 ,  Hd);  
fsDesign( numb'laps, f i rType,  Hd, hh); 
cgdF irResponse( f ir' lype, numb'laps, hh, dbScale, numFreqPts,H); 
normo L i rcflcsponscIdbSco I c, nunFreqPt s, H i ;  
r i g h t  Ord - f i ndSbPcakIbandConf i g, numFreqPt s, H) ; 
p r  i n t f ( " r i g h t O r  d = A: f ' in " , r I gh t Or d j ; 
pouse(pouseEnabled); 

i f ( l e f t 0 r d  < r i g h t o r d l  I 
m i  dflbsc-l I 0 ;  
f o r ( ; ; )  { 

p r i n t  f I " chcckpo in t  3 \ n " ) ;  
midflbsc = GOLD3 4 midflbsc; 
se t ' l rans i  bandConf i g ,  midflbsc, Hdj ;  
fsDesign( numb'laps, f i r ' l ype ,  Hd, hh); 
CgdFirResponseif irType,nunbTaps, hh, dbScole, numFreqPts,H); 
norma I i zeRcsponse(db5ca l e ,  nurnFreqPt s, H) ; 
midOrd = f indSbPeak!bandConf ig,numFreqPts,H); 
p r i n t  f I " m  idOrd = Xf\n" ,mi dUrdi  a 

i f(rnid0rd i l e f t 0 r d )  break, 
1 

1 
else I 

x = 1.0;  
f o r ( ;  ; I  I 

x = GOLD3 * x ;  
nidf lhsc = 1 . 0  - x ;  
p r i n t f i " c h e c k p o i n t  4'\n"); 
setTrans( bandConf iy ,  midfibsc, Hd); 
fsDesign( numblaps, f i r ' lype, Hd, hh); 
cgdFi rResponsel f i rType,numbTaps, hh, dbScale, nuaFreqPts,H); 
normal izeResponse!dbScale,nurFreqPts,H); 
m i  dOrd = f i ndSbPeak( bandConf i g, numFreqPt s, H I ;  
p r in t  f ( "mid0rd  = # f \n " , r i dOrd ) ;  
i f (mid0rd r i g h t o r d l  break; 
1 

1 
xb = n id f ibsc :  
/*-------------------------------------------- */ 
xe = 8 . 8 ;  
x3 = 1.8; 
x l  = xb; 

p r i n t f ( " x 8 -  i f ,  x l =  i f ,  x2= X f ,  x3- X f \ n " , x Q , x l , x 2 , ~ 3 j ;  
~2 xb GOLD3 * ( I  . 0  - xb); 

s e t l r a n s l  bandconf ig,  x l ,  Hd); 
fsDcsign( nurb'lops, f i r ' lypc,  Hd, hh); 
cgdFirResponse(f irType,nurnhTaps, hh, dbScole, nuaFreqPts,H); 
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normal izeResponse(dbScale,numFreqPts,H); 
f l  = findSbPeakibandConf ig,numFreqPts,H); 

setTrans( bandConf ig,  x2 ,  Hd); 
fsDesignI numb'laps, f i r l y p e ,  Hd, hh); 
cgdFirRcsponsel f  irType,numhTaps, hh, dbScalc,  numFreqPts,H); 
normal izeResponseidbSca l e ,  nunFreqPt s ,H) ; 
f 2  = f indSbPeakihandConf ig,numFreqPts,H); 

oldXmin - Q.0; 
for(n.1; n<=l88; n++) { 

i f ( f i c = f 2 )  { 
x3 = x2; 
x2 = x l ;  
XI = GOLD6 * x 2  + GOLDS * X Q ;  

f 3  = f2; 
f2  = f l :  
se tT rans I  bandConf ig ,  x l ,  Hd); 
fsDesign( numb'laps, f ir ' lype, Hd, hhj; 
cgdF irResponse( f ir' lype, numblaps, hh, dbScolc, numFreqPt s, H) ; 
norma I i zeRespnnse(dbSca l e ,  numFreqPt s, H)  ; 
f l  = f indSbPeak(bondC0nf ig,numFreqPts,H); 
p r i n t f ( " x Q =  X f ,  XI- Xf, x29 Xf, x3= Xf\n",x8,xI,xZ,x3); 
1 

else I 
x8 = X I ;  

x l  - x2; 
x2 - GOLD6 * x l  + GOLD3 * x3; 
f 8  = f l ;  
f l  - f2;  
se tTransr  bandconf ig,  x2, Hd); 
fsDesign( numb'lops, f ir ' lype, Hd, hh); 
cgdF i rResponse( f i rJype,nunbTaps, hh, dbScale, nunFreqPt s, H); 
normal izeResponse(dbScale,numFreqPts , H I ;  
f 2  = f indSbPeakIbandConf ig,nutnFreqPts,H); 
p r i n t f ( " x Q =  Xf, x l -  Xf, x 2 =  Xf, x3= Xf\n",xB,xl ,x2,xJ);  
1 

d e i t a  = fabs(x3 - xQ); 
oldXmin = xmin; 
p r i n t f i l l a t  i t e r  #d, d e l t a  = X f \ n " , n , d e l t a ) ;  
p r i n t f < " t o I  = X f \ n " , t o l ) ;  
i f ( d e l t a  < =  t o l l  break; 

i f ( f  1< f2 )  
fxmin = x i ;  
* fmin=f 1 ; ) 



FIR Filter Design: Frequency Sampling Method 237 

else 
{ x a i n  = x 2 ;  
* fn in= f2 ;1  

p r i n t f ( ” a i n i r u r  o f  X f  a t  x = Xf\n”, *fmin, xmin); 
fprintf(logFptr,”minimum o f  Xf a t  x - Xf\n”, * fmin,  xmin); 
r e t u r n ( x r i n ) ;  
I 

/* 
/* L i s t i n g  12.4 
/* 
/* set  Trons( 1 

* /  
*/ 
*/  
*/ 
*/ 

v o i d  setTrans( i n t  bandconf ig[ ] ,  
r e a l  x, 
r e a l  H d l l )  

{ 
ir i t  n i ,  02, n3, n4; 

ill = bandConf i g[ 11 ; 
riZ L bandConfig[21; 
n3 = bondConfig[31; 
n4 = bandConf ig[41; 

switch I bondCon f ig [B l j  { 
case 1 :  i* losoass *i 

Hd[n2-t] = x; 
break.; 

case 2 :  /* highpass */  
H d l n l + l l  = x; 

breok; 
case 3: /* bandpass *I’ 

H d [ n l + l ]  - x; 
Hd[n4- l ]  = Hd[n l+ l ] ;  

break; 
case 4:  /* bondstop */ 

Hd[n2-I ]  = x; 
Hd[n3+1] - Hd[nP-l I ;  

break; 
) 

r e t u r n ;  
I 
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r c a  l go ldenSearchZ( r c a  I rhof l  i n  , 
r e a l  rhoflax, 
i r i t  f i rType, 
i n t  numhlaps I 
r e a l  HdI 1 ,  
r e a l  t o l ,  
i n t  numFreqPts, 
r e a l  o r i g i n s [ ] ,  
r e a l  s I n p e s [ l ,  
i n t  handcon f i g i  1, 
r e a l  * f m i n )  

{ 
real xQ, x l ,  x2, x3,  xmin, fO, f l ,  f Z ,  f 3 ,  oIdXmin. 
r e a l  I e f t O r d ,  r i g h t o r d ,  midOrd, midflhsc, x ,  xb; 
r e a l  d e l t a ;  
s t a t i c  r e a l  h h [ l @ @ ] ,  H [ d l @ ] ;  
i n t  n; 
log i ca I dbSca I e  ; 

dbScale = TRUE: 

/m-------------------------------------------- */ 
s e t T r a n s i t  i o n <  o r i g i n s ,  s lopes, bandConf i g ,  13, Hd); 
fsDesign< numblaps, f i r l y p e ,  Hd, hh) ;  
cgdF i rResponse( f i rType,  numblap3 , hh , dbSca le , numFreqPt s , H )  : 
normal i zeResponse~dbScale,nurFreqPts, H) ; 
I e f t O r d  = f indSbPeak(bandC0nf ig,numFreqPts,H),  

s e t l r o n s i t i o n (  o r i g i n s ,  slopes, bandconf ig,  rhoflax, Hd); 
fsDesign( numblaps, f i r ' l ype ,  Hd, hh); 
cgdFirAesponse( f irType,numblaps, hh, dhScaIc, numFreqPts,Hj; 
noraa I i zeResponse(dbSca I e ,  nunFreqPt 3, H 1 ; 
r i g h t  Ord - f i ndSbPeak!bandConf i g, nunFreqPts, H j  ; 

i f ( l e f t 0 r d  < r i g h t O r d 1  I 
aidflbsc=rhoflax; 
f o r ( ; ; )  { 

midRbsc - GOLD3 * midHbsc; 
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setlransit ion( origins, s lopes ,  bandConf ig, midRbsc, Hdj; 
fsDesigni numbTaps, firType, Hd, hh); 
cgdFirRespnnsel f irType,numbTaps, hh, dhScale, numFreqPts,Hj , 
normal i~eResponse!dbScale,numFreqFts,H) : 
midOrd = f indShPeakibandConf ig,numFreqPts,Hj, 
i fimidnrd (I IeftOrd) b r e a k ,  
I 

1 
else I 

x = rhoflax; 
for(,;) I 

x = GOLD3 * x ;  
midRhsc = rhoflax - x; 
setTransit ion( origins, slopes, bandtonfig, ridRbsc, Hd); 
fsOesignI numblaps, f irType, Hd, hh); 
cgdFirResponse(f irType,numbTaps, hh, dbScale, nuaFreqFts,Hj, 
normal izeResponseldbScale,numFreqPts,H); 
nlidOrd = f indSbPeaklhandConf ig,numFreqPts,H); 
i f(mid0rd < rightordl break; 
1 

I 
xb = ridRbsc; 

sctTransit ion( origins, slopes, bandtonfig, xl , Hdj, 
fsDesignI numblaps, firType, Hd, hh); 
cgdFirResponsel f irType,numbTaps, hh, dbScale, numFreqFts,H), 
normal izeRcsponseldbScale,numFreqPts,H) ; 
fl = f indShPcak(bandConf ig,nusFreqPts,H); 

setTransit ion( origins, slopes,  bandconfig, x2, Hd); 
fsOesign( nunb'iap?, firType, Hd, hhj, 
cgdFirEesponseif irType,numbTaps, h h ,  dhStale, nuaFreqPts,H), 
normal ~zef;esponse!dhScale,numFreqPts,Hj, 
f2 = f i ndSbPeakibandConf i g n  numFreqPt3, Hi : 

for(n=1; n<.=180; n++) { 
i f i f I t = f ? i  { 

x 3  = x 2 ;  
x 2  = XI; 
xl = GOLD6 * x2 + GOLD3 * x Q ;  
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f3 = f2; 
f 2  = f l ;  
setlransitioni origins, slopes, bandconfig, xl, Hd); 
fsDesign( numbTaps, i irType, Hd, h h j ;  
cgdFirResponseif irType,numbTops, hh, dbScale, numFreqPts,H); 
normal izeResponse(dbScalc,nu~FreqPts,Hj; 
fl - f indSbPeakibandConf ig,numFreqPts,H); 
1 

e l s e  1 
x @  2 x l ,  
XI = x2; 
x2 2 GOLD6 * x l  + GOLD3 * x 3 ,  
fO = f l ;  
f l  = f2, 
setTransi t ion( origins, SIOPCJ, bandconfig, x2, Hd); 
fsDesign( numblaps, firType, Hd, h h ) ;  
cgdF irResponsei f irType, nurbTaps, hh, dbScole, nunFreqPts,H); 
normo I i  zeResponse(dbSca le,nunFreqPts, Hi ; 
f2 = f indSbPcak(bondConf ig,numFreqPts,H); 
1 

delta = fabsix3 - x e i ;  
oldihin = xnin; 
ifIdelto ( =  t.cl l) break: 
1 

i  f l : f l c f ? i  
{xmin = xl; 
*fmin=fI; 1 

{xmin = x 2 ;  
*fmin=f?;) 

e l s e  

returnixmin); 
1 

void setTransition( r e a l  origins[], 
real sIopes[I, 
ir i t  bandcotif i g[ 1, 
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r e a l  x ,  
r e a l  H d [ l )  

I 
i r i t  n, nnn, n l ,  n2, n3, ri4; 

rinn = bandconf ig121 - bandConf ig [ l ]  - 1 ;  
r l l  = bandCon f ig [ l l ;  
r12 = bandConf i g [ % ] ;  
r13 i bandConf ic~[31; 
rt4 = bandConf i q [ 4 ] ;  

w i t c h  [bandConf ig [81)  
case 1 :  /* loupus3 *i 

for.( n = I ;  nc=nnn; n++j  I 
Hd[n>-r,] = o r i g i n s [ n ]  + x * 3 l o P r s [ r l l ;  

break; 

f o r (  n-I ; n<=nnn; n + + ) t  
case 2 :  / *  highpass */ 

Hd[n l+n ]  = o r i g i n s [ n ]  + x * 3lOpes[r l l ;  

1 
break ; 

f o r (  n = t ;  nt=nnn; n++) I 
Hd[nl+n] i o r i g i n s [ n l  + x * J loPes[n l ;  
Hd[n4-n] = Hd [n l+n l ;  
1 

break ; 

f o r <  n-1; n<=nnn; n++) I 
Hd[nL’-nl = o r i g i n s [ n l  + x * slnpes[rtl; 
Hd[rt3+n] Hd[nZ-n]; 
1 

break, 

case 3 :  /* bandpass */ 

case 4 :  /* bandstop */ 

I 
rrturn; 
1 
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v o i d  opt imize2( r e a l  yBase, 
i r i t  f i r l y p e ,  
irit numblaps, 
r e a l  H d [ l ,  
r e a l  gslol , 
i r i t  numFreqPts, 
i n t  bandConf i q [ ] ,  
r e a l  tweakFoctor,  
r e a l  rec tComps[ l )  

{ 
r e a l  r l ,  r 2 ,  r3 ,  XI,  x 2 ,  x 3 ,  y3, minFuncUal, 
r e a l  s~opes [ ! j I ,  o r i g i n s l S 1 ,  
r e a l  o l d n i n ,  xflax: 
f o r ( ;  ; 1 

I 

/* do s t a r t i n g  p o i n t  f o r  new steepest descent I i ne  * j  
s I o p e s [ l l  = 1 . 8 ;  
s Iopes [2 ]  = €1.8; 
o r i g i n s [ t l  = 8.8; 
o r i g i n s [ 2 ]  = yBase; 

x l  - goldenSearch2( 8 ,8 ,  1.8, 
f irTypc,nuabTaps,Hd,gsTol ,nuaFreqPts, 
o r i g i n s  , slopes, bandConf ig,&m inFuncUa I )  ; 

/'------------------------------------- */ 

/* s lope  f o r  steepest descent l i n e  */ 
/* do per tu rbed p o i n t  t o  get * /  

o r  i g i  ns[2]-yBase * t weakfactor;  

x2 - goldenSearch?( 8 . 8 ,  1 , O ,  firTypc,numbTaps,Hd, 
g s l o  1 ,  numFrcqPt 3, o r  i g i ns, s lopes, 
handConf ig,&minFuncUal); 

/*------------------------------------- */ 
/*  d e f i n e  l i n e  o f  steepest descent *i 
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/* and f i n d  o p t i m a l  p o i n t  a long l i n e  *i 

x 3  = goldenSearch2( Q.O, xflax, f irType,numhTaps,Hd, 
gsTo I ,  numFreqPt s I 
o r i g i n s ,  s lopes ,  handronf i g,6m i nFuncUa I); 

y 3 = o r i g i n s [ 2 1  + x 3  * s Iopes [2 ] ;  

/*--------------------------------------------------------------- */ 
/* i f  r i p p l e  a t  bes t  p o i n t  on c u r r e n t  l i n e  i s  within s p e c i f i e d  */ 
/* t o l e r a n c e  o f  r i p p l e  a t  best  p o i n t  on p r e v i o u s  l i n e ,  *! 
/ *  then stop;  o t h e r w i s e  s t a y  i n  loop and d e f i n e  a new l i n e  */ 
/* *i s t a r t i n g  a t  t h e  best p o i n t  on l i n e  j u s t  completed. 

v o i d  dumpRectComps! r e a l  o r i g i n s [ ] ,  
r e a l  sIopcs[l, 
i r i t  numTransSomps, 
r e a l  x )  

I 
r e a l  rectComp; 
irit n :  

f o r i n = @ ;  n< numTransSamps; n++ 1 
{ 
rectComp = o r i g i n s [ n + t ]  + x * s I o p e s [ n + I l ,  
p r i n t  f ( " r e c t  Conp[ %d] = X f \ n "  , n, r e c t  Comp) ; 
1 

r e t u r n ;  
1 





Chapter 

FIR Filter Design: 
Remez Exchange Method 

In general, an FIR approximation to an ideal lowpass filter will have an 
amplitude response of the form shown in Fig. 13.1. This response differs from 
the ideal lowpass response in three quantifiable ways: 

1. 

2. 

3. 

The pass band has ripples that deviate from unity by t6 , .  
The stop band has ripples that deviate from zero by _+a,. (Note that Fig. 
13.1 shows an amplitude response rather than the usual magnitude re- 
sponse, and therefore negative ordinates are possible.) 
There is a transition band of finite nonzero width AF between the pass 
band and stop band. 

Figure 13.1 Typical amplitude response of an FIR approxi- 
mation to an ideal lowpass filter. 

245 
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The usual design goals are to, in some sense, minimize S,, S,, and AF. As it 
is generally not possible to simultaneously minimize for three different 
variables, some compromise is unavoidable. Chebyshev approximation is one 
approach to this design problem. 

13.1 Chebyshev Approximation 

In the Chebyshev approximation approach, the amplitude response of a type 
1 (that is, odd-length, even-symmetric) linear phase lowpass N-tap FIR filter 
is formulated as a sum of r cosines: 

r - 1  

A( f )  = 1 ck COS(271kf) 
k = O  

(13.1) 

where r = (N + 1)/2, and the coefficients ck are chosen so as to yield an A( f )  
which is optimal in a sense that will be defined shortly. 

For a lowpass filter the pass band B, and stop band B, are defined as 

B, = { F :  0 I F I F,) (13.2) 

B, = ( F :  F, I F 5 0 . 5 )  (13.3) 

where F, and F, are, respectively, the edge frequencies for the pass band and 
stop band. [Equation (13.2) is read as “BP is the set of all F such that F is 
greater than or equal to zero and less than or equal to F,.] We can then 
define a set 9 as the union of B, and B,: 

9 = B p w B s  (13.4) 

In other words, 5 is the set of all frequencies between 0 and 0.5 not including 
the transition frequencies F :  Fp < F < F,. In mathematical terms, 9 is de- 
scribed as a compact subset of [0,0.5]. The desired response D( f )  is the ideal 
lowpass response given by 

1 F E B ,  
D ( f )  = {0 F E B ,  

(13.5) 

Thus we could define the optimal approach as the one that minimizes the 
maximum error given by 

(13.6) 

However, the maximum error given by (13.6) treats pass-band error and 
stop-band error as equally important. A more general approach is to include 
a weighting function: 

(13.7) 
[l F E B ,  
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which allows stop-band errors to  be given more importance than pass-band 
errors or vice versa. Thus we define the maximum approximation error as 

IIE(f)/I = max W ( f )  . lmf) - 4 f ) l  (13.8) 

The crux of the Chebyshev approximation design approach is to identify the 
coefficients ck for (13.1) that minimize I/E( f )  1 1 .  

Several examples of FIR design via Chebyshev approximation appear in the 
early literature (Martin 1962; Tufts, Rorabacher, and Moses 1970; Tufts and 
Francis 1970; Helms 1972; Herrman 1970; Hofstetter, Oppenheim, and Siege1 
1971). However, the Chebyshev approximation method did not begin to enjoy 
widespread use until it was shown that the Remez exchange algorithm could 
be used to design linear phase FIR filters with the Chebyshev error criterion 
(Parks and McClellan 1972). Use of the Remez exchange algorithm depends 
upon an important mathematical result known as the alternation theorem. 

F E F  

Alternation theorem 

The response A( f )  given by Eq. (13.1) will be the unique, best-weighted 
Chebyshev approximation to the desired response D( f )  if and only if the error 
function E( f )  = W( f ) [D (  f )  - A( f ) ]  exhibits a t  least r + 1 extrema at  frequen- 
cies in F. (Note: Extrema is a generic term that includes both maxima and 
minima.) The frequencies a t  which extrema occur are called extremal frequen- 
cies. Let f ,  denote the nth extremal frequency such that 

f l  < f z  < .  . . < f n -  1 < f n  < f n +  1 < .  ‘ . < f r  < f r + l  
Then it can be proven (Cheyney 1966) that 

E(fJ = - E ( f n + l )  n = 192,. . * , r (13.9) 

and IJVfn)l = max E ( f )  (13.10) 

Together, (13.9) and (13.10) simply mean that the error is equal a t  all the 
extremal frequencies. Equation (13.9) further indicates that maxima and 
minima alternate (hence “alternation” theorem). 

f E  

13.2 Strategy of the Remez Exchange Method 

The alternation theorem given in the previous section tells us how to 
recognize an optimal set of ck for Eq. (13.1) when we have one, but it does not 
tell us how to go about obtaining such c k .  The Remez exchange algorithm 
provides an  approach for finding the FIR filter corresponding to the optimal 
ck as follows: 

1. Make an  initial guess of the r + 1 extremal frequencies. 
2. Compute the error function corresponding to the candidate set of extremal 

frequencies (see Sec. 13.3). 
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3. Search to find the extrema (and therefore the extremal frequencies) of the 

4. Adopt the extremal frequencies found in step 3 as the new set of candidate 

5. Repeat steps 2, 3, and 4 until the extremal frequencies have converged (see 

6. Use the final set of extremal frequencies to compute P ( f )  and the corre- 

error function (see Sec. 13.4). 

extremal frequencies and return to step 2. 

Sec. 13.4). 

sponding impulse response coefficients for the filter (see Sec. 13.5). 

The error function mentioned in step 2 is computed as 

W f )  = W ( f ) [ D ( f )  - A(f)l  (13.11) 

where D( f )  is given by Eq. (13.5) and W( f )  is given by (13.7). Although Eq. 
(13.1) gives the form of A( f ) ,  some other means must be used to evaluate A( f )  
since the coefficients ck are unknown. We can obtain A( f )  from the extremal 
frequencies Fk using 

r 

l Y k  for f = F,,, F,, . . . , F,- , 

(13.12) 

The parameters needed for evaluation of (13.12) are given by 

x = cos(2nf) 
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If estimates of the extremal frequencies rather than their “true” values are 
used in the evaluation of A ( f ) ,  the resulting error function E ( f )  will exhibit 
extrema at  frequencies that are different from the original estimates. If the 
frequencies of these newly observed extrema are then used in a subsequent 
evaluation of A( f ) ,  th new E( f )  will exhibit extrema at  frequencies that are 
closer to the true extremal frequencies. If this process is performed repeatedly, 
the observed extremal frequencies will eventually converge to the true 
extremal frequencies, which can then be used to obtain A ( f )  and the filter’s 
impulse response. 

Although A( f )  is defined over continuous frequency, computer evaluation 
of A( f )  must necessarily be limited to a finite number of discrete frequencies- 
therefore, A ( f )  is evaluated over a closely spaced set or dense grid of 
frequencies. The convergence of the observed extremal frequencies will be 
limited by the granularity of this dense grid, but it has been empirically 
determined that an average grid density of 16 to 20 frequencies per extremum 
will be adequate for most designs. Since the maximization of E ( f )  is only 
conducted over f E F, it is not necessary to evaluate A( f )  at all within the 
transition band (except for possibly at the very end, just to see what sort of 
transition-band response the final filter design actually provides). The fre- 
quency interval between consecutive points should be approximately the same 
in both the pass band and stop band. Furthermore, the grid should be 
constructed in such a way that frequency points are provided at f = 0, f = F,, 
f = F,, and f = 0.5. An integrated procedure for defining the dense grid and 
making the initial (equispaced) guesses for the candidate extremal frequencies 
is provided in Algorithm 13.1. 

Algorithm 13.1 Constructing the dense-frequency grid 

Step 1. 

the pass 

Step 2. 

Step 3. 
the stop 

Step 4. 

Compute the number of candidate extremal frequencies to be placed in 
band as 

Determine the candidate extremal frequencies within the pass band as 

Compute the number of candidate extremal frequencies to be placed in 
band as 

m, = 7 + 1 - mp 

Determine the candidate extremal frequencies within the stop band as 

k(0.5 - F,) 
Fk = F, f k = 0,1, . . . , m, - 1 

m, - 1 
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Step 6. For each frequency f ,  in the dense grid, use A( f,) from step 5 to 
compute E ( f , )  as 

E ( f , )  = W f , > P ( f , )  - A(f,>l 

For computer evaluation, the error function is calculated by remezEr- 
ror( ), which makes use of computeRemezA( ). These two functions are 
provided in Listings 13.4 and 13.5, respectively. The function computeRe- 
mezA( ) could have been made an integral part of remezError( ) and 
designed to automatically generate A( ) and E( ) for all frequencies within 
the dense grid. However, a function in this form would not be useable for 
generating the uniformly spaced samples of the final A( ) that are needed to 
conveniently obtain the impulse response of the filter. 

13.4 Selecting Candidate Extremal Frequencies 

Once Eq. (13.11) has been evaluated, the values of E ( f ; )  must be checked in 
order to determine what the values of Fk should be for the next iteration of 
the optimization algorithm. Based upon the particular frequencies being 
checked, the testing can be divided into the five different variations that are 
described in the paragraphs below. A C function, remezSearch( ), which 
performs this testing is provided in Listing 13.6. 

Testing €(f )  for f = O  

If E(0) > 0 and E(0) > E( f i ) ,  then a ripple peak (local maximum) exists at 
f = 0. (Note that f l  denotes the first frequency within the “dense grid” after 
f =0,  and due to the way we have defined the frequency spacing with the 
grid, we know that f, = I,.) Even if a peak or valley exists at f = 0, it may be 
a superfluous extremum not needed for the next iteration. If a ripple peak 
does exist at f = 0, and IE(O)l2 IpI, then the maximum is not superfluous and 
f = fo = 0 should be used as the first-candidate extremal frequency-in other 
words, set F, = fo = 0. Similarly, if E(0) < 0 and E(0) < E( f l ) ,  a ripple trough 
(ripple valley, local minimum) exists at f = 0. If IE(O)( 2 ( P I ,  this minimum is 
not superfluous and we should set F, = fo = 0. 

Testing E(f )  within the pass band and the stop band 

The following discussion applies to testing of E ( f )  for all values of f ,  for 
which f, < f; < f p  or for which f, < f; < 0.5. A ripple peak exists at f, if 

E ( f , )  > E ( f , - i )  and E ( f , ) > E ( f , + i )  and E ( f , )  > O  (13.13) 

Equation (13.13) can be rewritten as (13.14) for frequencies in the pass band 
and as (13.15) for frequencies within the stop band: 

E ( f ; ) > E ( f , - I , )  and E ( f , ) > E ( f , + I , )  and E ( f , ) > O  (13.14) 

> E(f; - 1 s )  and E ( f , )  > E(f; + 0 and W f , )  > 0 (13.15) 
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A ripple trough exists at f ,  if 

E ( f ; )  < E ( f ; - d  and E ( f ; )  < E ( f ; + * )  and E ( f ; )  < o  (13.16) 

Equation (13.16) can be rewritten as (13.17) for frequencies in the pass band 
and as (13.18) for frequencies within the stop band: 

E ( f ; )  < N f ;  - I p )  and E ( f , )  <mf, + I p >  and E ( f ; )  < o  (13.17) 

E ( f ; )  < af; - 1 s )  and W f ; )  < E ( f ;  + 1,) and < 0 (13.18) 

If either (13.13) or (13.16) is satisfied, f = f ,  should be selected as a candidate 
extremal frequency-that is, set Fk = f ;  where h is the index of the next 
extremal frequency due to be specified. 

Testing of E(f)  at the pass-band and stop-band edges 

There is some disagreement within the literature regarding the testing of the 
pass-band and stop-band edge frequencies f p  and f , .  Some authors (such as 
Antoniou 1982) indicate the following testing strategy for f p  and f , :  

If E( f p )  > 0 and E( f,) > E( f, - I,), then a ripple peak (local maximum) is deemed 
to exist at f = f, regardless of how E( f )  behaves in the transition band which lies 
immediately to the right of f = f p .  If a ripple peak does exist at f = f,, and if 
IE( f p ) l  2 lpl, then the maximum is not superfluous and f = f, should be selected as 
a candidate extremal frequency-i.e., set Fk = f, where k is the index of the next 
extremal frequency due to be specified. Similarly, if E ( f p )  < 0 and E( f p )  < 
E ( f ,  - &,), a ripple trough exists at f=f,. If IE(fp)l 2 JpI, this minimum is not 
superfluous and we should set Fk = f, where k is the index of the next extremal 
frequency due to be specified. If E(f,)  > 0 and E ( f , )  > E(f ,  + Is), then a ripple 
peak is deemed to exist at f = f, regardless of how E ( f )  behaves in the transition 
band which lies immediately to the left of f = f,. If a ripple peak does exist at 
f = f s ,  and if IE(f,)I 2 lpl, then the maximum is not superfluous and f = f ,  should 
be selected as a candidate extremal frequency-i.e., set Fk = f, where k is the 
index of the next extremal frequency due to be specified. Similarly, if E( f,) < 0 
and E(f , )  < E ( f ,  +I8), a ripple trough exists at f = f,. If IE(f,)l 2 IpI, this mini- 
mum is not superfluous and we should set Fk = fs, where k is the index of the 
next extremal frequency due to be specified. 

Other authors (such as Parks and Burrus 1987) indicate that f p  and f ,  are 
always extremal frequencies. In my experience the testing indicated by 
Antoniou is always satisfied, so f p  and f ,  are always selected as extremal 
frequencies. I have opted to eliminate this testing both to reduce execution 
time and to avoid the danger of having small numerical inaccuracies cause 
one of these points to  erroneously fail the test and thereby be rejected. 

Testing of € ( f )  for f=0.5 

If E(0.5) > 0 and E(0.5) =- E(0.5 - I,), then a ripple peak exists at f = 0.5. If a 
ripple peak does exist at f = 0.5, and if )E(O)) 2 ) P I ,  then the maximum is not 
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superfluous and f = fo = 0.5 should be used as the final candidate extremal 
frequency. Similarly, if E(0.5) < 0 and E(0.5) < E(0.5 - I s ) ,  a ripple trough 
(ripple valley, local minimum) exists at f = 0.5. If \E(O)\ 2 \p i ,  this minimum is 
not superfluous. 

Rejecting superfluous candidate frequencies 

The Remez algorithm requires that only r + 1 extremal frequencies be used in 
each iteration. However, when the search procedures just described are used, 
it is possible to wind up with more than r + 1 candidate frequencies. This 
situation can be very easily remedied by retaining only the r + 1 frequencies 
F,  for which IE(F,)\ is the largest. The retained frequencies are renumbered 
from 0 to r before proceeding. An alternative approach is to reject the 
frequency corresponding to the smaller of (E(F,) I and IE(F,) 1, regardless of 
how these two values compare to the absolute errors at the other extrema. 
Since there is only one solution for a given set of filter specifications, both 
approaches should lead to the same result. However, one approach may lead 
to a faster solution or be less prone to numeric difficulties. This would be a 
good area for a small research effort. 

Deciding when to stop 

There are two schools of thought on deciding when to stop the exchange 
algorithm. The original criterion (Parks and McClellan 1972) examines 
the extremal frequencies and stops the algorithm when they do not change 
from one iteration to the next. This criterion is implemented in the C 
function remezStop( ) provided in Listing 13.7. This approach has worked 
well for me, but it does have a potential flaw. Suppose that one of the true 
extremal frequencies for a particular filter lies at  f = FT, and due to the way 
the dense grid has been defined, FT lies midway between two grid frequencies 
such that 

f n  + f n  + 1 
2 

F ,  = 

It is conceivable that on successive iterations, the observed extremal fre- 
quency could alternate between and f, + and therefore never allow the 
stopping criteria to be satisfied. 

A different criterion, advocated by Antoniou (1982), uses values of the 
error function rather then the locations of the extremal frequencies. In 
theory, when the Remez algorithm is working correctly, each successive 
iteration will produce continually improving estimates of the correct ex- 
tremal frequencies, and the values of IE(F,)J will become exactly equal for all 
values of k. However, due to the finite resolution of the frequency grid as well 
as finite precision arithmetic, the estimates may in fact never converge to 
exact equality. One remedy is to stop when the largest IE(F,)I and the 
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smallest I E ( F k ) I  differ by some reasonably small amount. The difference as a 
fraction of the largest I E ( F k ) I  is given by 

Typically, the iterations are stopped when Q 50.01. This second stopping 
criterion is implemented in the C function remezStop2( ) provided in List- 
ing 13.8. 

13.5 Obtaining the Impulse Response 

Back in Sec. 13.2, the final step in the Remez exchange design strategy 
consisted of using the final set of extremal frequencies to obtain the filter’s 
impulse response. This can be accomplished by using Eq. (13.10) to obtain 
P ( f )  from the set of extremal frequencies and then performing an inverse 
DFT on P( f )  to obtain the corresponding impulse response. An alternative 
approach involves deriving a dedicated inversion formula similar to the 
dedicated formulas presented in Sec. 12.3. For the case of the type 1 filter that 
has been considered thus far, the required inversion formula is 

r -  1 

h[n] = h [ - n ]  =- A(O)+ C 2A N [ k = l  

This formula is implemented via the fsDesign( ) function (from Chap. 12), 
which is called by the C function remezFinish( ) provided in Listing 13.9. 
Although the filter’s final frequency response could be obtained using calls to 
computRemezA( ), I have found it more convenient to use cgdFirRe- 
sponse( ) from Chap. 10, since this function produces output in a form that 
is directly compatible with my plotting software. 

13.6 Using the Remez Exchange Method 

All of the constituent functions of the Remez method that have been pre- 
sented in previous sections are called in the proper sequence by the function 
remez( ), which is presented in Listing 13.10. This function accepts the 
inputs listed in Table 13.1 and produces two outputs-extFreq[ 1 ,  which is a 
vector containing the final estimates, and h[ 1 ,  which is a vector containing 
the FIR filter coefficients. 

Deciding on the filter length 

To use the Remez exchange method, the designer must specify N,  f , ,  f p ,  and 
the ratio S,/S,. The algorithm will provide the filter having the smallest 
values of IS,( and ISz[ that can be achieved under these constraints. However, 
in many applications, the values specified are f p ,  f,, 6,, and 6, with the 
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TABLE 13.1 Input Parameters for remez( ) Function 

Mathematical symbol C variable Definition 

N nn Filter length 
r r Number of approximating functions 
L gridDensity Average density of frequency grid (in grid points 

K kk Ripple ratio 6,/6, 

f P  freqP Pass-hand edge frequency 
f ,  freqS Stop-hand edge frequency 

per extremal frequency) (must be an integer) 

designer left free to set N as required. Faced with such a situation, the 
designer can use f p ,  f , ,  and K = 6,/6, as dictated by the application and 
design filters for increasing values of N until the 6, and 6, specifications are 
satisfied. An approximation of the required number of taps can be obtained 
by one of the formulas given below. For filters having pass bands of ~~~~~~~- 
ate” width, the approximate number of taps required is given by 

-20 log & - 13 
i V = 1 +  

14.6(fs  - f p )  
(13 .19)  

For filters with very narrow pass bands, (13.19)  can be modified to be 

- 
N =  

0.22 - (20 log 6,)/27 
( f s  - f p )  

(13.20) 

For filters with very wide pass bands, the required number of taps is 
approximated by 

- 
N =  0.22 - (20 log 6,)/27 

( f s  - f p )  
(13.21) 

Example 13.1 Suppose we wish to  design a lowpass filter with a maximum pass-band 
ripple of 6, = 0.025 and a minimum stop-band attenuation of 60 dB or 6, = 0.001. The 
normalized cutoff frequencies for the pass band and stop band are, respectively, f p  = 0.215 
and f, = 0.315. Using (13.19) to  approximate the required filter length N ,  we obtain 

- 20 logJ( 0.001)( 0.025) - 13 
14.6(0.315 - 0.215) ’ = + 

= 23.6 

The next larger odd length would be N = 2 5 .  If we run  remez( ) with the following 
inputs: 

nn = 25 r = 13 gridDensity = 16 

kk = 25.0 freqP = 0.215 freqS = 0.315 
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TABLE 13.2 Extremal Frequencies for 
Example 13.1 

k f k  

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 

0.000000 
0.042232 
0.084464 
0.126696 
0.165089 
0.199643 
0.215000 
0.315000 
0.322708 
0.343906 
0.372813 
0.407500 
0.447969 
0.500000 

TABLE 13.3 Coefficients for 25-tap FIR 
Filter of ExamDle 13.1 

h[O] = h[24] = -0.004069 
h [ l ]  = h[23]  = -0.010367 
h[2] = h[22] = -0.001802 
h[3] = h[21] = 0.015235 
h[4] = h[20] = 0.003214 
h[5] = h[19] = -0.027572 
h[6]=h[18] = -0.005119 
h[7] = h[17] = 0.049465 
h[8] = h[ 161 = 0.007009 
h[9] = h[15] = -0.096992 

h[ 101 = h[ 141 = - 0.008320 
h[11] =h[13] = 0.315158 
h[ 121 = 0.508810 

we obtain the extremal frequencies listed in Table 13.2 and the filter coefficients listed in 
Table 13.3. The frequency response of the filter is shown in Figs. 13.2 and 13.3. The actual 
pass-band and stop-band ripple values of 0.0195 and 0.000780 are  significantly better than 
the specified values of 0.025 and 0.001. 

Example 13.2 The ripple performance of the 25-tap filter designed i n  Example 13.1 
exhibits a certain amount of overachievement, and the estimate of the  minimum number 

I - lI 
2 

frequency )r 

0 

Flgure 13.2 
the filter of Example 13.1. 

Magnitude response (as a fraction of peak) for 
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T r - 0 
2 

frequency .A 

Figure 13.3 Magnitude response (in decibels) for the filter of 
Example 13.1. 

of taps was closer to 23 than 25. Therefore, it  would be natural for us to  ask if we could 
in fact achieve the desired performance with a 23-tap filter. If we rerun remez( ) with 
nn = 23, we obtain the extremal frequencies and filter coefficients listed in Tables 13.4 
and 13.5. The frequency response of this filter is shown in Figs. 13.4 and 13.5. The 
pass-band ripple is approximately 0.034, and the stop-band ripple is approximately 
0.0013%therefore, we conclude tha t  a 23-tap filter does not satisfy the specified require- 
ments. 

TABLE 13.4 Extremal Frequencies lor 
Example 13.2 

f k  k 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

0.000000 
0.051510 
0.103021 
0.152292 
0.194844 
0.215000 
0.315000 
0.324635 
0.349688 
0.382448 
0.419062 
0.459531 
0.500000 

TABLE 13.5 Coelficients lor 23-tap FIR 
Filter of Example 13.2 

h[O] = h[22] = -0.000992 
h[l] = h[211 = 0.007452 
h[2] = h[20] = 0.018648 
h[3] = h[19] = 0.002873 
h[4] = h[18] = -0.026493 
h(51 = h[17] = -0.003625 
h[6] = h[ 161 = 0.048469 
h[7] = h[15] = 0.005314 

h[8] =h[14] = -0.096281 
h[9] = h[13] = -0.006601 

h[10] =h[12] = -0.314911 
h[ 111 = 0.507077 
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I 

0 T - 
2 

frequency A 

7r 

Figure 13.4 Magnitude response (as a fraction of peak) 
for the filter of Example 13.2. 

H - 0 
2 

frequency A 

H 

Figure 13.5 Magnitude response (in decibels) for the filter of 
Example 13.2. 

13.7 Extension of the Basic Method 

So far we have considered use of the Remez exchange method for odd-length, 
linear phase FIR filters having even-symmetric impulse responses (that is, 
type 1 filters). The Remez method was originally adapted specifically for the 
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design of type 1 filters (Parks and McClellan 1972). However, in a subsequent 
paper, Parks and McClellan (1973) noted that the amplitude response of any 
constant group-delay FIR filter can be expressed as 

A ( f )  = Q(f)  P ( f )  
r -  1 

where P( f )  = C c k  cos( 27ckf) 
k = O  

h[n] symmetric, N odd 
h[n] symmetric, N even 

h[n] antisymmetric, N even 

cos nf 

sin zf 
274 h[n] antisymmetric, N odd 

E ( f )  = W(f) tD( f )  - 4 f ) l  

Recall that the error E ( f )  was defined as 

(13.22) 

If we substitute Q(f)P(f) and factor out Q(f) ,  we obtain 

We can then define a new weighting function @(f)  = W(f)Q(f) and a new 
desired response 6( f )  = D( f ) /Q(  f ) ,  and thereby obtain 

W f )  = mrm - W ) l  (13.23) 

Equation (13.23) is of the same form as (13.22) with @(f )  substituted for 
W( f ) ,  6( f )  substituted for D( f ) ,  and P( f )  substituted for A( f ) .  Therefore, the 
procedures dev_eloped in previous sections can-be used to solve for P ( f )  
provided that W( f )  is used in place of W( f )  and D( f )  is used in place of D( f ) .  
Once this P( f )  is obtained, we can multiply by the appropriate Q( f )  to obtain 
A( f ) .  The appropriate formula from Table 12.2 can then be used to obtain the 
impulse response coefficients h[n]. 
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r e a  I gr  i df req !  

t 
real work; 
s t a t i c  r e a l  incP, i d ,  freqP, freqS; 
s t a t i c  int  r ,  q r i d n c n s i t q ,  mP, m S ,  gP; 

r e a  1 g r  i dParan[ 1, 
int g I )  

i f ~ g r i d P o r o s [ @ I  l . @ j  i 
gridPoram181 * 8.8; 
freqP - g r  idParom[ 11, 
freqS - gr idParan[21; 
r = gridParam[3]: 
gr i dDens i t y = g r  i dParam[t] ; 
work = ( 0 . 5  + freqP - f r e q S j / r ;  
mP = f l o n r ( 8 , S  + f r e q f i w n r k ) ;  
gridParam[S] = nP; 
gP a nP * g r i d o e n s i t y ;  
y r~ iJParan[7 ]  = g f ;  
nS = r + 1  - mP; 
g r idParan[6 ]  = I S ;  
incP - freqP / gP; 
incS = (8 .5 - f reqS)  / ( ( m S - 1 )  * g r i d l l e n s i t y ) ;  
1 

else t 

I 
work = igI<=gP) ? (g I * i ncP)  : IfreqS+(gI-(gP*l))*incS); 

r e t  urn(work) ; 
1 
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r e a l  desLpfRcsp( r e a l  freqP, r e a l  f req)  
t 
r e a l  r e s u l t ;  
r e s u l t  . 8.8; 
i f l f r e q  < =  freqP) r e s u l t  = 1 . U ;  
r e t  urn(resu1 t 1; 
1 

rea l  reightLp( reol kk, r e a l  freqP, rcol f req)  
I 
r e a l  r e s u l t ;  

resuit - 1 .e; 
i f I f r e q  < =  f reqf )  r e s u l t  = 1 .Q/kk;  
r e t  u r n ( r e w  I t  i ; 
1 
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v o i d  remerEr ror (  r e a l  gr idPoram[] ,  
i n t  g r  i dnax , 
int r ,  
r e a l  kk, 
r e a l  freqP, 
i r l t  i FF[ 1, 
real e e [ l i  

t 
irit j ,  
r e a  L f r e q  , aa , 

aa = coaputeRemezAI g r i dpa ran ,  g r i dnax ,  r, k k c  
f reqP,  iFF ,  I ,  8 . B ) ;  

f o r (  j=Et; j<=gr idVax;  j*+, 1 
f r e q  - gr i dFreq ig r  i dParan , j ) ; 
aa = conputeRemezR( gr  idFaram, 

gridflax, r, kk, freqP, 
iFF, 8 , f req) ;  

(desLpfResp( freqP, f req )  - aa);  
ee[j] = u e i g h t l p l k k ,  f reqP, f r c q )  * 

I 
r e t u r n ;  
1 

Listing 13.5 computeRemezA( ) 

/* 
/* L i s t i n g  13.5 
/* 

*/ 
*/ 
*/ 

r e a  I conputeRemezR( r e a  1 g r  i d P a r a d  1 , 
int gr idf lax,  
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irit r ,  
rea I kk, 
real freqP, 
int iFF[I, 
int initflag, 
rea 1 contFreqj 

{ 

static int i, j ,  k, sign; 
jtatic real freq, denom, numer, alpha, delta: 
static real absDelta, xCont, term, 
static real x[S@], beta[SQI, gamma[Skl, 
real aa; 

ifIinitFlag) { 
for(j=D; j<=r:  j++) i 

freq = yriclFreq~yriclfui~am, iFF[j]): 
x[j] = cos(TUOJ1 * freq); 

i* compute delta */  
denor = 6 . 6 ;  
numer - 8.8; 
sign = - 1 ;  
for( k-8; k < v ;  k++) { 

sign = -sign; 
alpha = I . @ ;  

for( i = 8 ;  i<=(r-l); i * + )  { 
i  f( i==k) continue; 
alpha = alpha / (x[k] - x[i]): 
1 

brta[k] - alpha; 
if( k ! =  r ) alpha = alpha/<x[k] - xlrl); 
freq = gridFreqigridParam, iFF[k]); 
numer - numer + alpha * desLpfRcsp(freqP,freq); 
denon = denom + sign*ialpha/ 

1 
wcightLp(kk, frcqP, freq) ) ;  

delta - numer/denom, 
absDe L t a - fabscde It a) ; 
sign = - 1 ;  
for( k-8; k<-r-1; k++) { 

sign = -sign; 
freq = gridFreq(gridParam, iFF[E 1 1 ,  
yamma[kl = desLpfResp!freqP, freq) - sign * delta I 

1 
weightlpikk, freqP, freqj: 
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1 

xCont - cos(TUO-PI * con tF req ) ,  
nuner = B.B; 
dcnnrn = 8.8, 
for< k-Q; k<r ;  k + + j  

e l s e  { 

term = xCont - x [k ] ;  
i f ( f a b s ( t e r r ) < l  . @ e - 7 )  { 

aa = gattma[k]; 
go to  done; 
1 

e l s e  I 
term = bc ta [k ] / I xCont  - ~ [ k l ) ;  
denom += te rn ;  
numcr += gamna[kI*term; 
1 

1 
aa = nuaer idenor;  
1 

done : 
r e t  u rn (aa i  ; 
1 

v o i d  renezSearchI rea 1 cc[  1, 
r e a l  absOelta, 
irit gP, 
i n t  IFF[ ] ,  
i r i t  gr idl lax, 
int  r, 
real yr idPararn [ l j  
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int i , j , k  , e x t r a s ,  indexUfSnial lest ; 
real smal LestUa l ;  

k=Q ; 

/* pick up an extreral frequency at passband edge *i 
i FF[ k]-gP; 
k++; 

/* pick up an extremol frequency at stopband edge */  
j-gP+1; 

iFF[k]-j; 
k++; 

/*  search for extrcna i n  stopband *i  
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int  reaezStop( i n t  iFF[I, 

I 
s t a t i c  int  o l d I F f [ % J ] ;  
i n t  j,result; 

i n t  r) 
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int remezStop2! real ee[l, 
i rit IFF[ I, 
int r) 

I 
real biggestual, smal LestUol ,qq; 
irit j ,result; 

result = 8; 
biggest Ila L = fabslee[ iFF[OIl) ; 
smal IcstUal - fabs(ee[iFF[D]I); 
for(j-I; j<v; j++) I 

i f(fabs!ee[ iFF[ j 11) < snal IestUal) smal IestUaI = fabs(ee[ I F F [  i 11) : 
i f ( fabsieel i FF[ j 11 ) > biggest Ua 1 
1 

b i ggest Ua 1 = fabs(ee[ IFF[ j 1 1  1 ; 

qq - {higgestuol - srallestUal)/biggestUal; 
i f ( q q i D . 8 1 )  resultrl; 
return(resuIt ); 

vo i d  renezF in i sh( rea I ext  Frcq[ I ,  
irit rin, 
irit r, 
real freqP, 
rra I kk\,, 
real oa[l, 
r e a l  hi]) 

1 
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i r i t  k , n ,  gr id f lax ,  i F F [ l l ;  
r e a l  freq,sun; 
s t a t i c  r e a l  g r i dParam[ l l ;  

for(k-8;  k c r ;  k++)  I 
f r e q  = ( r e a l )  k /  ( r e a l )  nn; 
aaEk.1 i computeRemezR( 

1 

gr idparon,  g r id f lax ,  r, kk, 
freqP, IFF, B, f r e q ) ;  

f sDes ign i  rm, 1 ,  aa, h); 
r e t u r n ;  
1 

u o i d  renez( i r i t  nn, 
i n t  r, 
i r i t  g r i dDens i t y ,  
r e a l  kk,  
r e a l  freqP, 
real f reqS, 
r e a l  r x t F r r q [ l ,  
r e a l  h [ l )  

{ 
i r i t  n, gr id f lax ,  j ,  mP, gP, r S ;  
r e a  I absDe I t  a, f req ;  
s t a t i c  r e a l  gr idParam[lB];  
s t a t i c  i n t  iFFL581; 
s t a t i c  r e a l  ee[18241; 

/*-------------------------------- */ 
/* set up  frequency g r i d  */ 
gridPoram[B] = 1.0;  
g r  idPoram[ 11 = f reqP: 
gridPoram[21 = f rcqS; 
g r idPoron[3 ]  = r; 
gr idParam[ t ]  = g r i d n e n s i t y ;  
f r e q  = g r  i dFreq(gr i dParam, B )  ; 
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IP - gr idParas[51; 
nS = gridParam[b]; 
gP = gridParoa[?]; 
f reqP * freqP ( f reqPi(Z.Q*gP));  
g r  i drla,. = 1 g r  i dDens i t y*(mP+mS- 1 ; 

/* make i n i t i a l  gucsz o f  extremai f requenc ies  *! 

f o r i j - 0 ;  j<nP; j + * )  i F f [ j l  - ( j + l ) *  g r i d l l e n s i t y ;  

for(J-0; j C m S ;  j + + )  iFF[j+mP] - gP 1 * j * g r i d o e n s i t y ;  

remez5earch( ee, absne l ta ,  gP, i F F ,  gr id f lax ,  r ,  gr idParamj ;  

remerStop2!ee, i F F , r ) ;  
i f l r e m e r S t o p i  i F F , r ) )  break;  
1 

f o r ( j - B ;  j t - r ;  j+* )  { 
e x t F r e q [ j ]  = gr idFreq(gr idParam, iFFCj 1 ) ;  
1 

remezFinish( e x t f r e q ,  nn, r, freqP,k.k, ee, h ) ;  
r e t u r n ;  
1 
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14 
IIR Filters 

The general form for an infinite impulse response (IIR) filter's output y [ k ]  at 
time h is given by 

n = l  m = O  
(14.1) 

This equation indicates that the filter's output is a linear combination of the 
present input, the M previous inputs, and the N previous outputs. The 
corresponding system function is given by 

(14.2) 

where at least one of the a,, is nonzero and at least one of the roots of the 
denominator is not exactly cancelled by one of the roots of the numerator. 
For a stable filter, all the poles of H(z )  must lie inside the unit circle, but the 
zeros can lie anywhere in the z plane. It is usual for M ,  the number of zeros, 
to be less than or equal to N, the number of poles. Whenever the number of 
zeros exceeds the number of poles, the filter can be separated into an FIR 
filter with M - N taps in cascade with an IIR filter with N poles and N zeros. 
Therefore, IIR design techniques are conventionally restricted to cases for 
which M I N .  

Except for the special case in which all poles lie on the unit circle (in the 
z plane), it is not possible to design an IIR filter having exactly linear phase. 
Therefore, unlike FIR design procedures that are concerned almost exclu- 
sively with the magnitude response, IIR design procedures are concerned 
with both the magnitude response and phase response. 

271 
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14.1 

The frequency response of an IIR filter can be computed from the coefficients 
a, and b, as 

Frequency Response of IIR Filters 

(14.3) 

1 n = O  

[ 0 N < n  
where a,= -a,  O<n S N  

b ,  O < m < M  
p - = { O  M < m  

A C function that uses (14.3) to compute the response for an IIR filter is 
provided in Listing 14.1. 

14.2 IIR Realizations 

A direct realization of Eq. (14.1) is shown in Fig. 14.1 using the signal flow 
graph notation introduced in Sec. 4.4. The structure shown is known as the 
direct form I realization or direct form I structure for the IIR system repre- 
sented by (14.1). Examination of the figure reveals that the system can be 
viewed as two systems in cascade-the first system using x[k  - M ]  through 
x[k]  to generate an intermediate signal that we will call w[h] and the second 

Y w 

y[k-N] 

Figure 14.1 Signal flow graph of direct form I realization 
for an  IIR system. 
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x El 

a I I I , I I I 
I I I I 
I I I I 1-1 z-l  z-l  1-1 
1-1 2-1 

I I 

I I 
I I 
I I 

Figure 14.2 Signal flow graph of Fig. 14.1 with cascade 
order reversed. 

j ' j  2-1 

Figure 14.3 Signal flow graph of 
direct form I1 realization for an 
IIR system. 
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system using w [ k ]  and y [ k  - N] through y [ k  - 11 to generate y [ k ] .  Since these 
two systems are LTI systems, the order of the cascade can be reversed to  yield 
the equivalent system shown in Fig. 14.2. Examination of this figure reveals 
that the unit delays in parallel running down the center of the diagram can 
be paired such that within a pair the two delays each take the same input 
signal. This fact can be exploited to merge the two delay chains into a single 
chain as shown in Fig. 14.3. The structure shown in this figure is known as 
the direct form 11 realization of the IIR system represented by (14.1). 

14.3 Impulse lnvariance 

The basic idea behind the impulse-invariance approach is a very simple 
one-the unit sample response of the digital filter is set equal to a sequence 
of uniformly spaced samples from the impulse response of an analog filter: 

h[n] = h,(nT) (14.4) 

(An analog filter used in this context is usually refered to as a “prototype” 
filter.) This approach is conceptually simple, but from a practical viewpoint, 
evaluation of (14.4) is not a straightforward matter. By definition, for an 
infinite impulse response filter, the sequence h[n] will be nonzero over an 
infinite domain of n. Furthermore, based on the s-plane-to-z-plane mapping 
discussed in Sec. 9.2, we can conclude that the imposition of (14.4) will not 
result in a simple relationship between the frequency response corresponding 
to h[n] and the frequency response corresponding to h,(t). In fact, this 
relationship can be shown to be 

(14.5) 

DTFT 
where h[n] - H(eji,) 

Put simply, Eq. (14.5) indicates that H(e’’.) will be an aliased version of 
Ha( jo). The only way the aliasing can be avoided is if Ha( jo) is band limited 
such that 

7t Hu( jo) = 0 for 1 0 1  2 - (14.6) T 

If (14.6) is satisfied, then 

(14.7) 
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For a practical analog filter, Eq. (14.6) will never be satisfied exactly, but the 
impulse-invariance method can be used to  advantage with responses that are 
nonzero but negligible beyond some frequency. 

The transfer function of the analog prototype filter can be expressed in the 
form of a partial-fraction expansion as 

(14.8) 

where the s k  are the poles of H,(s) and the Ak are given by 

Based on transform pair 8 from Table 2.2, the impulse response can then be 
written as 

N 
(14.9) 

The unit-sample response of the digital filter is then formed by sampling the 
prototype filter's impulse response to obtain 

N 
h[n] = 1 Ak(eskT)n U ( t )  

k = l  
(14.10) 

The corresponding system function for the digital filter H(z)  is obtained as 
the z transform of (14.10): 

(14.11) 

Based on the foregoing, we can state the following algorithm for impulse- 
invariant design of an IIR filter. 

Algorithm 14.1 Impulse-invariant design of IIR filters 

Step I .  Obtain the transfer function H,(s) for the desired analog prototype 
filter. (The material provided in Chaps. 3 through 6 will prove useful here.) 

step 2. For k = 1,2 ,  . . . , N, determine the poles s k  of H,(s) and compute the 
coefficients A,  using 

= [(s - sk)Ha(s)l 1s = sk (14.12) 

Step 3. Using the coefficients A,  obtained in step 2, generate the digital 
filter system function H(z)  as 

(14.13) 

where T is the sampling interval of the digital filter. 
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Step 4. The result obtained in step 3 will be a sum of fractions. Obtain a 
common denominator, and express H(z)  as a ratio of polynomials in 2 - l  in 
the form 

(14.14)  

Step 5. Use the a k  and b ,  obtained in step 4 to realize the filter in any of the 
structures given in Sec. 14.1. 

Example 14.1 Use the technique of impulse invariance to derive a lowpass IIR digital 
filter from a second-order Butterworth analog filter with a 3-dB cutoff frequency of 
3 KHz. The sampling rate for the digital filter is 30,000 samples per second. 

solution From Sec. 3.1 we obtain the normalized-transfer function for a second-order 
Butterworth filter as 

1 
H(s)  = 

(s - SI)(S - s2) 

3n , , 3n 
where s, = cos - + J sin - 

4 4 

5n 5 R  
s2 = cos -+ j sin- 

4 4 

3n . . 3K 
=COS--J sin- 

4 4 

The specified cutoff frequency of f = 3000 yields w, = 6000n, and the denormalized re- 
sponse (see See. 2.9) is given by 

0," 

(s - w,sJs - w,sz) 

1s +w,(@/2)  - jw,(J; i /2)1[s  + w C ( f i / 2 )  +jwC(J2/2)1 

Ha (s) = 

- w," - 

The partial-fraction expansion of H a @ )  is given by 

A2 
s + o , ( f i / 2 )  + j w , ( f i / 2 )  

+ A ,  
s + w , ( 3 / 2 )  - j m C ( 3 / 2 )  

Ha@) = 
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Using these values for A ,  and A,  plus the fact that  

6 0 0 0 ~  71 
30,000 - 5 

w, T = ~ - - 

we obtain from Eq. (14.13) the  discrete system function H(z)  as 

2.06797 x - - 
1 - 1.158045z-’ + 0.4112407~-* 

Programming considerations 

Step I .  Butterworth, Chebyshev, and Bessel filters are “all-pole” filters- 
their transfer functions have no finite zeros. Closed-form expressions are 
available for the poles of Butterworth [Eq. (3.2)] and Chebyshev [Eq. (4.4)] 
filters. The poles of Bessel filters can be readily obtained by finding the roots 
of the denominator polynomial as discussed in Chap. 6. The transfer function 
for an elliptical filter has both poles and zeros. The poles are readily 
available by using the quadratic formula to find the denominator roots for 
each factor in Eq. (5.22). The zeros f ju& are obtained by inspection of Eq. 
(5.22). The software for performing the impulse-invariance transformation is 
therefore designed to accept H,(s) specified as an array of poles and an array 
of zeros. 

Step 2. Evaluation of A, for step 2 of the algorithm is straightforward. The 
coefficients A ,  can be written as A ,  = N A k  IDAk where the numerator N A k  is 
obtained as 

IHO M=O 

and q, is the mth zero of Ha@),  P k  is the kth pole of H,(s), and M is the total 
number of zeros. Equation (14.12) can be evaluated using simple arithmetic- 
there is no symbolic manipulation needed. The denominator D,, is obtained 
as 

N 

DAk = fl ( P k  - P n )  
n = l  
n f k  

Step 3. Evaluation of H(z )  is more than plain, straightforward arithmetic. 
At this point, for each value of k, the coefficient A, is known and the 
coefficient exp(s,T) can be evaluated. However, z remains a variable and 
hence will demand some special consideration. To simplify the notation in 
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the subsequent development, let us rewrite H(z)  as 

(14.15) 

where Pk = - exp(s, T) 

Step 4. For the summation in (14.15), the common denominator will be the 
product of each summand's denominator: 

(14.16) 

To see how (14.16) can be easily evaluated by computer, let's examine the 
sequence of partial products (D , ( z ) )  encountered in the evaluation: 

D,(z) = ( 1  + & z - ' )  

D2(4 = ( 1  + 822-l) Dl(Z) = D,(z) + 0 p - l  D1(Z) 

D,(z) = ( 1  + P3z-1) D&) = D,(z) + p,z- '02(2) 

D,(z) = ( 1  p 4 Z - l )  D3(2) = D,(Z) -k P 4 Z - l  D3(2) 

Examination of this sequence reveals that the partial product D,(z) at 
iteration k can be expressed in terms of the partial product D, - ,(z) as 

and Dk(Z)  is given by 

Dk(z )  = 60(z-1)o + (6, + 6,Pk)(Z-1)1  + (6, + 61P,)(z- ' )z + ' ' ' 
+ (6,- 1 + L , B , ) ( z - ' ) k -  + 6,- l P k ( Z - l ) k  

Therefore, we can conclude that if 6, is the coefficient for the (z-')" term in 
D,- l(z), then the coefficient for the (z - ' ) ,  term in D,(z) is (6, + 6,- with 
the proviso that 6, 4 0 in Dk- l(z). The polynomial Dk- '(2) can be repre- 
sented in the computer as an array of k coefficients, with the array index 
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corresponding to the subscript on 6 and the superscript (exponent) on (z - ’ ) :  
delta[O] = d o ,  delta[l] =&, and so on. The coefficients for the partial 
product Dk(z)  can be obtained from the coefficients for Dkp l(z) as indicated 
by the following fragment of pseudocode: 

f o r (  j = k .  j > =  1 ;  I - - )  
{ d e l t a [ j ] = d e l t a [ j ]  + b e t a .  d e l t a [ ; - I ] ; }  

The loop is executed in reverse order so that the coefficients can be updated 
“in place” without prematurely overwriting the old values. Notice that I 
referred to the fragment shown above as “pseudocode.” In actuality, both 
delta[ ] and beta are complex valued; and the arithmetic operations shown 
in the fragment are incorrect. The following code fragment performs the 
complex arithmetic correctly, but all the complex functions tend to obscure 
the algorithm that is more clearly conveyed by the pseudocode above: 

f o r (  ] = k .  J > =  1 ,  I - - )  
{ d e l t a [ j ]  = c A d d ( d e l t a [ j ]  c M u l t ( b e t a ,  d e l t a [ ) -  I ] ) ) . }  

If this fragment is placed within an outer loop with k ranging from 1 to 
numPoles, the final values in delta[n] will be the coefficients a, for Eq. 
(14.14). 

For the summation in Eq. (14.13), the numerator can be computed as  

(14.17) 

For each value of k ,  the product in (14.17) can be evaluated in a manner 
similar to the way in which the denominator is evaluated. The major 
difference is that the factor (1 - Bkz-*) is not included in the product. It is 
then a simple matter to  add the coefficients of each of the N products to 
obtain the coefficients for the numerator polynomial N(z).  A complete func- 
tion for computing the coefficients an and bn is provided in Listing 14.2. 

14.4 Step lnvariance 

One major drawback to filters designed via the impulse-invariance method is 
their sensitivity to the specific characteristics of the input signal. The digital 
filter’s unit-sample response is a sampled version of the prototype filter’s 
impulse response. However, the prototype filter’s response to an arbitrary 
input cannot in general be sampled to obtain the digital filter’s response to a 
sampled version of the same arbitrary input. In many applications a filter’s 
step response is of more concern than is the filter’s impulse response. In such 
cases, the impulse-invariance technique can be modified to design a digital 
filter based on the principle of step invariance. 
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Algorithm 14.2 Step-invariant design of IIR filters 

filter. 
Step I. Obtain the transfer function H,(s) for the desired analog prototype 

Step 2. Multiply H,(s) by l/s to obtain G,(s), the filter's response to the unit 
step function. 

Step 3. For k = 1,2 ,  . . . , N,  determine the poles s k  of G,(s) and compute the 
coefficients A, using 

= [(s - Sk)Gu(s)l 1s = s k  

Step 4. Using the coefficients A, obtained in step 3, generate the system 
function G(z) as 

Step 5. Multiply G(z) by ( 1  - z - ' )  to  remove the z transform of a unit step 
and thereby obtain H(z)  as 

Step 6. Obtain a common denominator for the terms in the summation of 
step 5, and express H(z)  as a ratio of polynomials in z- '  in the form 

Step 7. Use the ak and bk obtained in step 6 to realize the filter in any of the 
structures given in Sec. 14.1. 

Programming considerations 

The step-invariance method is similar to the impulse-invariance method, with 
two important differences. In step 2 of Algorithm 14.2, the transfer function 
H,(s) is multiplied by l/s. Assuming that H,(s) is represented in terms of its 
poles and zeros, multiplication by l/s is accomplished by simply adding a pole 
a t  s = 0. (Strictly speaking, if the analog filter has a zero a t  s = 0, multiplica- 
tion by l/s creates a pole a t  s = 0, which cancels the zero. However, since 
none of the analog prototype filters within the scope of this book have zeros 
a t  s = 0, we shall construct the software without provisions for handling a 
zero at  s = 0.) 

In step 5 of Algorithm 14.2, the system function G(z) is multiplied by 
( 1  - z- ' )  to remove the z transform of a unit step and thereby obtain the 
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system function H(z).  Conceptually, this multiplication is appropriately lo- 
cated in step 5. However, for ease of implementation it makes sense to defer 
the multiplication until after the coefficients a, and b,  are generated in step 
6. A function modified to perform the step-invariance technique is provided in 
Listing 14.3. 
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uo i d i i rHesponseI s t  ruct romp 1 e x  a[ 1 ,  
i l i t  b i  gN, 
s t r u c t  complex b [ l ,  
irit b igf l ,  
int  numherUfPoint3, 
l og  i ca L dbSca Le , 
r e a l  magn i tude[ ] ,  
r e a  I phase[ 1 j 

i 
s t a t i c  s t r u c t  complex response[flRXPUINTSl; 
in t  k ,  n,  m ,  
r e a l  sumRe, sumIm, phi;  

f o r (  r=B; mcnumbcrUfPoints: m++) I 
sunRe = 8,Q; 
~ulnIm = 8.0, 
p r i n t  f I " \ r X d  808",  m )  
for(n=D; n t -h ig f l ,  n++) 

p r i n t  f ! " \b ib \b%3d" ,n j I  
p h i  = 2 . 8  * P I  4 m * n ;' <2.@*numberUfPoints) ;  
p r i n t f { " b [ X d ]  = (Xe ,  Xe)\n",n,b[n]  . R e , b [ n l . I ~ ) ;  
sumRe += b[n].Re * c o s ( p h i )  + b [ n ]  I m  * s i n ( p h i ) ;  
surIm += b [n ] . Im * c o s l p h i !  - b[n] .Re * s i n ( p h i ) ;  
1 

response[m] = cnplxlsumRe, sumIm); 
p r i n t  f i " r e s p o n s e  = iXe, Xe)\n" ,rcsponse[m] .Re, response[n l  I I m ) ;  
I 

f o r (  m=8; m~numberUfPo in ts ;  m++) { 
sumRe = l . @ ;  
sumlm = 0.8; 
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f o r i  r-8; minumberCIfPoints, m + + )  i 
phase[m] = org(response[m]);  
i f i dbSca le )  

e l s e  

p r i n t  f (“mop = X.e\n”, magn i t udeIm1 i , 
1 

{mogn i t udelm] = 28, B * Iog  1 E l l  cRhs(respnnse[ m ] ) ; I ,  ] 

{nagni tude[ml = cRbs(response[ml); 1 

r e t u r n ;  
I 

v o i d  impu Ise Inuor~  s t r u c t  complex p o l e [ ] ,  
i r i t  numPoles, 
s t r u c t  comp Lex zero [  1 I 

i n t  nunZeros , 
r e a  I hZero, 
pea I b i gT, 
J t r u c t  complex a [ ] ,  
y t r u c t  complex b [ I j  

i 
i n t  k ,  n, j ,  maxCoef; 
st  r u c t  comp l e x  de I t  a[MRXPtlLESI; 
s! r u c t  coatp l e x  h i gR[RRXPOLESI ; 
s t r u c t  complex beta,  denom, numcr, wark2; 
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/* compute p a r t i a l  f r a c t i o n  expansion m e f f i c i e n t s  */ 
f o r (  k.1; ki-numPoles; k++) i. 

numer = cmpIxih?ero,W.8);  
f o r i n = l ;  n<=numZeros; n++) 

denon = cmplx(1 . B , Q . B j ;  
f o r (  n=l ;  ni=numPnles; n++j i 

.[ numer = cflult(numer, cSub(poIe.[nl, ze ro [n l ) ) ;  1 

i f ( n -=k )  continue; 
denom = ctlu i t (denom! c5ubipn l e l k l  I p n i t [ n l )  1; 
I 

b i yR[k 3 = cn i vinumer ! denom) ; 
1 

i* compute denominator d e l t o f i c i e n t s  * /  
a [ @ ]  = cmplx !1 .8 ,8 .@) ;  
f o r (  n- I ;  n<=numPoIes; n++) { 

bet a = sMu I t ( -1  I 8, cExp(snu I t I b  i yT! po l e [ n l )  1 ; 
f o r (  j=n; j>=I ;  j--1 

1 

1: a [ j l  = s f l u l t ~ - \ . @ , o [ j l ) ; l  

t u r j l  - cRdd( u[ j ] ,  c f l u l t (  beta, rdj-111);) 

for (  j-1; jc=numPoles; j + + l  

rrt urn; 
1 
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m i d  s tep Inuar (  s t r u c t  complex p o l e [ ] ,  
i r i t  numPoles, 
s t r u c t  complex zero [ ] ,  
i n t  nunZerosI 
real hZero, 
r e a l  b igT, 
s t ra t .  complex a l l ,  
z t ruc t  complex b [ l i  

i 
i n t  k, n, j ,  maxCoef; 
s t  r u c t  complex de I t a"WOLES1;  
s t r u c t  complex bigR[MRXP@LESI; 
s t r u c t  complex beta,  denom, numer, work2; 

/* compute p a r t i a l  f r a c t i o n  expansion c o e f f i c i e n t s  * /  
f o r (  k = @ ;  k(=numPoles; k.++j { 

numer = cmp I xjhZero!  0 .  @) ; 
f o r i n = \ ;  n<=numZeros; n++j  

denom * cmp lx i l  .8. ,8.8j ;  
f o r (  n-8; nc=numPoles; n++i  I 

{ numer = ct IuI t inumer,  cSub(poIe[nI ,  z e r o ~ ~ l ~ ~ ; ~  

i f!n-=k) cont inue;  
denom - cMu I t (denom, cSub(po le[k]  , po l e [ n l )  ) ; 
1 

b i  gR[ k 1 = cII i v(numer denom) ; 
). 

compute numerator coe f f i c i ent s 

deltoCB1 = cnplxil.8, @ . B ) ;  
for(n-1; n<flHXPOLES; n++ j  

/*-------------------------------------- *[ 
/* 4 i l  

f o r (  k-1; kb-numPoles; k + + j  i 
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i d e  I t a[n] = cnp I x ( O , @ ,  @ , 0) ; I 
naxCoef = 0; 
for( n=@; ni-numPoIes: n++j { 

i f i n = + )  cont inue; 
moxCoef++; 
beta = sflult<-l . E l .  cExp(sf lu~t~higT,pole[nl))) ;  
f o r (  j =moxCoef; j i= I ; j - -  j 

I 

{ b [ j l  = cfiddih[j], cflultl bigR[k], deIta[j]j); f 

deltalj] = cRdd< delto[j], cnulti. h e t a ,  delta[j-ll));i 

forl j = @ ;  j<numPoIes; j++) 

/* multiply by I-z**(-I) *,' 
beta  = cnplx l -1  . @ , D . R i ;  
for(j=nunPoles+l, j > - I ,  j - - )  { 

b[  j 1 = cRdd(b[ j  3 ,  cMul t (beta, b[ j - 1 1 )  1 ; 1 

1 
/*------------------------------------- */ 
/* compute denominator coefficients *I 
a[w] = cnplxil .@,@.@);  
for( n=!: n<=nuuiPoles; n++) i 

beta = sflult (-1 .8, cExpCsflu 1 t !b i 91, po le[n] i ) ) ; 
for( j-n; j>=1; j - - )  

1 

{ a [ j l  = sflu~t(-l.8,aIjl);l 

I a [ j ]  = cAdd( a [ j l ,  cflult(  beta, a[j-llj);l 

for( j-1 ; j<*nunPoIes; j + + )  

return; 
) 



Chapter 

IIR Filters via the Bilinear 
Transformation 

A popular technique for the design of IIR digital filters is the bilinear 
transformation method, which offers several advantages over the other tech- 
niques presented in the previous chapter. 

15.1 Bilinear Transformation 

The bilinear transformation converts the transfer function for an analog 
filter into the system function for a digital filter by making the substitution 

2 1 - 2 - l  
T l + z - '  

s 4 - -  

If the analog prototype filter is stable, the bilinear transformation will result 
in a stable digital filter. 

Algorithm 15.1 Bilinear transformation 

Step I .  Obtain the transfer function H,(s) for the desired analog prototype 

Step 2. In the transfer function obtained in step 1, make the substitution 

filter. 

2 1 - 2 - '  
T l + z - l  

s =-- 

where T is the sampling interval of the digital filter. Call the resulting digital 
system function H(z).  

Step 3. The analog prototype filter's transfer function H,(s) will, in general, 
be a ratio of polynomials in s. Therefore, the system function H ( z )  obtained 

207 
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in step 2 will, in general, contain various powers of the ratio (1 - z- ' ) /  
(1 + z - ' )  in both the numerator and the denominator. Multiply both the 
numerator and denominator by the highest power of 1 + z-' ,  and collect 
terms to obtain H(z )  as a ratio of polynomials in z p l  of the form 

(15.1) 

Step 4. Use the uk and bk obtained in step 3 to realize the filter in any of the 
structures given in Sec. 14.1. 

Example 15.1 Use the bilinear transform to obtain an IIR filter from a second-order 
Butterworth analog filter with a 3-dB cutoff' frequency of 3 KHz. The sampling rate for 
the digital filter is 30,000 samples per second. 

solution The analog prototype filter's transfer function is given by 

4 H,(s) = 
s2 + $o,s + 0; 

where w, = 6000rr. Making the substitution s = 2( 1 - z l ) / (T(  1 + z ~ l)) yields 

of 
H ( 4 =  2 l - z - l  2 ($) (3) + &($)(S) + w3 

where T = 1/30,000. After the appropriate algebraic simplifications and making use of the 
fact that 

6000~ rr 
30,000 - 5 

w,T=--- 

we obtain the desired form of H ( z )  as 

0.063964 + 0.127929~~' + 0.063964~-* 
H ( z )  = 

1 - 1.168261~~ '  + 0.424118~-~ 

Comparison of (15.1) and (15.2) reveals that 

U, = - 1.168261 a2 = 0.424118 

b, = 0.063964 b, = 0.127929 b ,  = 0.063964 

(15.2) 

15.2 

Often an analog prototype filter will be specified in terms of its poles and 
zeros-that is, the numerator and denominator of the filter's transfer func- 
tion will be in factored form. The bilinear transformation can be applied 
directly to this factored form. An additional benefit of this approach is that 
the process of finding the digital filter's poles and zeros is greatly simplified. 
Each factor in the numerator of the analog filter's transfer function will be 
of the form (s - q,,), and each factor of the denominator will be of the form 

Factored Form of the Bilinear Transformation 
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( s  -p,), where q, andp, are, respectively, the nth zero and nth pole of the filter. 
When the bilinear transform is applied, the corresponding factors become 

---q,) 2 1-2-1 and (-- 2 1 - 2  - '  
Tl+z-' T l + z - '  

The zeros of the digital filter are obtained by finding the values of z for which 

2 1 - 2 - '  
T 1 + 2 --l 

4, = o  

The desired values of z are given by 

(15.3) 

In a similar fashion, the poles of the digital filter are obtained from the poles of 
the analog filter using 

(15.4) 

The use of (15.3) and (15.4) is straightforward for the analog filter's finite poles 
or zeros. Usually, only the finite poles and zeros of a filter are considered, but in 
the present context, all poles and zeros of the analog filter must be considered. 
The analog filter's infinite zeros will map into zeros of z = - 1  for the digital 
filter. 

Algorithm 15.2 
functions in factored form 

Bilinear transformation for transfer 

Step I .  For the desired analog prototype filter, obtain the transfer function 
H,(s) in the factored form given by 

Step 2. Obtain the poles zpn of the analog filter from the polesp, of the analog 
filter using 

Step 3. Obtain the zeros zZm of the digital filter from the zeros q,,* of the analog 
filter using 

m = 1 , 2 , .  . . , M 2 + 9 m T  
2-9rnT Z Z r n  = 
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Step 4. Using the values of zpn obtained in step 2 and the values of z,, 
obtained in step 3, form H(z)  as 

H ( z )  = H, 
(2 + U N -  n:= 1 (2 - ZZJ 

(15.5) 
T N  

n:= 1(2 - A T )  rI?= 1 (2 - z,,) 

The factor (z  + l ) N - M  supplies the zeros at  z = - 1, which correspond to the 
zeros at  s = co for analog filter’s having M < N. The first rational factor in 
Eq. (15.5) is a constant gain factor that is needed to obtain results which 
exactly match the results obtained via Algorithm 15.1. However, in practice, 
this factor is often omitted to yield 

Example 15.2 The Butterworth filter of Example 15.1 has a transfer function given in 
factored form as 

w2 

[s + w c ( f i / 2 )  -iw,(Jz/2)1[s + w c ( f i / 2 )  +jw,($/2)1 
= 

Apply the bilinear transform to this factored form to obtain the IIR filter’s system 
function H(z) .  

solution The analog filter has poles at 

Using (15.4), we then obtain the poles of the digital filter as 

= 0.584131 + 0.287943’ 

= 0.584131 - 0.2879411’ 

The two zeros at s = co map into two zeros at  z = -1. Thus the system function is given 
by 

(2 + 1 ) Z  H(z)  = H, 
(Z - 0.584131 + 0.2879411’)(~ - 0.584131 - 0.2879411’) 
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= 0.063964 

If the  numerator and denominator factors are  multiplied out and all terms are  divided by 
2. we obtain 

0.063964(1 f 2 z - l  +c2) 
1 1.168261~-' + 0.4241182 -' H(z)  = (15.6) 

which matches the result of Example 15.1. 

15.3 

Assume that the analog prototype filter has a pole a t  s p  = a + jo. The 
corresponding IIR filter designed via the bilinear transformation will have a 
pole a t  

Properties of the Bilinear Transformation 

2+sT 
z p  =- 

2-ST  

- 2 + (a + jo)T 
2 - (a + jo )T  

2 + aT + joT 
2 - aT - jwT 

- 

- - 

The magnitude and angle of this pole are given by 

= J ( 2  - oT)' + (wT)' 
(15.7) 

The poles of a stable analog filter must lie in the left half of the s plane-that 
is, a < 0. When a < 0, the numerator of (15.7) will be smaller than the 
denominator, and thus IzpJ < 1. This means that analog poles in the left half 
of the s plane map into digital poles inside the unit circle of the z p l a n e  
stable analog poles map into stable digital poles, Poles that lie on the jco axis 
of the s plane have a = 0 and consequently map into z-plane poles which have 
unity magnitude and hence lie on the unit circle. Analog poles a t  s = 0 map 
into digital poles at z = 1, and analog poles a t  s = kjco map into digital poles 
a t  z = -1. 
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Frequency warping 

The mapping of the s plane’s jo axis into the z plane’s unit circle is a highly 
nonlinear mapping. The analog frequency oo can range from - 00 to  + m, but 
the digital frequency wd is limited to the range _+n. The relationship between 
o, and od is given by 

(15.8) maT cod = 2 tan-’- 
2 

If an analog prototype filter with a cutoff frequency of w, is used to design a 
filter via the bilinear transformation, the resulting digital filter will have a 
cutoff frequency of wd,  where od is related to o, via (15.8). 

Example 15.3 A lowpass filter with a 3-dB frequency of 3 kHz is used as the prototype for 
an IIR filter with a sampling rate of 30,000 samples per second. What will be the 3-dB 
frequency of the digital filter designed via the bilinear transformation? 

solution Equation (15.8) yields 

(6000n)( 1/30,000) 
2 

cod = 2 t a r 1  

= 0.6088 

Since wd = n corresponds to a frequcncy of 30,000/2 = 15,000 Hz, the cutoff frequency of 
the filter is given by 

0.6088 
0, =- (15,000) = 2906.8 Hz 

n 

The frequency-warping effects become more severe as the frequency of inter- 
est increases relative to the digital filter’s sampling rate. 

Example 15.4 Consider the case of an analog filter with a 3-dB frequency of 3 kHz used 
as the prototype for an IIR filter designed via the bilinear transformation. Determine the 
impact on the 3-dB frequency if the sampling rate is changed from 10,000 samples per 
second to 30,000 samples per second in steps of 1000 samples per second. 

solution The various sampling rates and the corresponding warped 3-dB frequencies are 
listed in Table 15.1. 

Fortunately, it is a simple matter to counteract the effects of frequency warping by 
prewarping the critical frequencies of the analog prototype filter in such a way that the 
warping caused by the bilinear transformation restores the critical frequencies to their 
original intended values. Equation (15.8) can be inverted to yield the equation needed for 
this prewarping: 

wd w, =- tan- T 2  (15.9) 

Example 15.5 We wish to design an IIR filter with a 3-dB frequency of 3 kHa and a 
sampling rate of 30,000 samples per second. Determine the prewarped 3-dB frequency 
required for the analog prototype filter. 
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TABLE 15.1 Warped Cutoff Frequencies for Example 15.4 

Sampling rate Cutoff frequency, Hz % error 

10,000 2405.8 -19.81 
11,000 2480.5 - 17.32 
12,000 2543.1 - 15.23 
13,000 2595.8 - 13.47 
14,000 2640.4 -11.99 
15,000 2678.5 - 10.72 
16,000 2711.1 -9.63 

18,000 2763.6 - 7.88 
19,000 2784.9 -7.17 
20,000 2803.5 -6.55 
21,000 2819.9 -6.00 
22,000 2834.4 -5.52 
23,000 2847.2 -5.09 
24,000 2858.7 -4.71 
25,000 2868.9 -4.37 

27,000 2886.4 -3.79 
28,000 2893.8 - 3.54 
29,000 2900.6 - 3.31 

17,000 2739.3 -8.69 

26,000 2878.1 - 4.06 

30,000 2906.8 -3.11 

solution Since wd = x corresponds to a frequency of 30,000/2 = 15,000 Hz, a frequency of 
3 kHz corresponds to a wd of 

3000x K ad=-=- 
15,000 5 

The prototype analog frequency w, is obtained by using this value of wd in Eq. (15.9): 

tan = 19,495.18 
2 

w, = 
(1/30,000) 10 

The analog prototype filter must have a 3-dB frequency of 19,495.18/(2x) = 3102.75 Hz in 
order for the IIR filter to have a 3-dB frequency of 3 kHz after warping. 

15.4 Programming the Bilinear Transformatlon 

Assume that the transfer function of the analog prototype filter is in the form 
given by 

where p ,  and q, denote, respectively, the filter’s poles and zeros. To generate 
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a digital filter via the bilinear transformation, we make the substitution 

and obtain 

which, after some algebraic manipulation, can be put into the form 

Thus, the denominator of H(z)  is given by 
N 

(15.10) 
n = l  

2 
where yn  = T - p ,  

-2  
" T  6 = - - p n  

D(z) = DN(z) = ( y N  + 6 , ~  -')DN - 1 ( ~ )  = YNDN - 1(z) + 6Nz - DN- i(z) 

Examination of this sequence reveals that the partial product Dk(z )  at 
iteration k can be expanded in terms of the partial product Dk- ,(z) as 

D k ( 4  = Y k D k -  l ( 4  + 6 k Z - l  D*- l(Z) 
The partial product D k _  l(z) will be a ( k  - 1)-degree polynomial in z-l: 

Dk - 1(z) = po(z - 1 ) O  + p1(z -y+ pz(z + a ' . + p* - ,(z - l y  - - I  
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The products y k  D, (z) and 6,z - ' D, (z)  are then given by 

Y k D k - I ( Z )  =YkP~(z-1)0+Y,P1(z-1)1+Y,P2(z-1)2+ ' '  ' + Y k P , - l ( Z - l ) k - l  

6,z-1D,-1(z) =6kPO(z-')1+6,Pu,(z-1)'+6SLPLZ(z-1)3+ . '  ' + ~ , P A - I ( ~ - ' ) ~  

and D,(z) is given by 

D k k )  = Y k P O ( z - l ) O  + (Y,P1- &Po)(z-l)l + ( Y k P 2  - 6,pJ(z-1)z + .  . ' 
+ ( Y , P k L I  -L%-2)(z-1)k-1- 8 k P k  - 1(z - l), 

Therefore, we can conclude that if p,, is the coefficient for the (z- ')" term in 
D,  - l(z), then the coefficient for the (z  -l)" term in D(z) is ( y k p n  + Skpn  - ') with 
the proviso that p (z) is represented in 
the computer as an  array of k coefficients, with the array index corresponding 
to the subscript on p and the superscript (exponent) on (z- ' ) .  Thus, array 
element mu[O] contains p o ,  array element mu[l] contains p1, and so forth. 
The coefficients for the partial product Dk(z)  can be obtained from the 
coefflcients for Dk (z), as indicated by the following fragment of pseudocode: 

0 in D, - (2). The polynomial D, 

f o r (  j = k  J > =  1 J - - 1  
( rnu[j]  = g a m m a  * rnu[jl + b e t a  * r n u [ j - I l  } 

The loop is executed in reverse order so that the coefficients can be updated 
"in place" without prematurely overwriting the old values. Notice that I 
referred to the fragment shown above as "pseudocode." In actuality, mu[ 1,  
gamma, and delta are each complex valued; and the arithmetic operations 
shown in the fragment are incorrect. The following code fragment performs the 
complex arithmetic correctly, but all the complex functions tend to obscure 
the algorithm which is more clearly conveyed by the pseudocode above: 

for(  j = k ;  J > =  1 .  j - - )  
{ rnu [ j ]  = c S u b ( c M u l t ( g a r n r n a .  m u [ J ] .  cMul t (de1ta .  r n u [ j -  l ] ) ) . )  

If this fragment is placed within an outer loop with k ranging from 1 to 
numPoles, the final values in mu[n] will be the coefficients a, for Eq. (15.1). 

A similar loop can be developed for the numerator product N(z)  given by 

(15.11) 

-2 
T 

-2  
" T  

where a, = - + q, 

B = - - q m  

A C program for computation of the bilinear transformation is provided in 
Listing 15.1. 
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v o i d  h i  t inear !  s t r u c t  compler pole [  
i n t  numf'oles, 
s t r u c t  complex zero[  
I n t  numZeros, 
r e a l  h?ern ,  
r e a l  b igT ,  
s t r u c t  compler a l l ,  
s t r u c t  compler b [ l i  

'I 
i n t  j ,k,m,n, maxcoef, 
r c a  I hC, 
s t r u c t  complex mu[tlRXPULESl: 
s t r u c t  complex alpha, he ta ,  qamma, d e l t a ,  e t a ;  
s t r u c t  complex work, cTuio; 
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Chapter 

16 
Practical Considerations 

All of the digital filter designs presented up until now have been based on 
infinite-precision mathematics. That is, we have assumed that all of the 
signal samples, filter coefficients, and results of mathematical computations 
are represented exactly or with infinite precision. In most cases we have used 
the double data type in C to approximate such precision. In Think C for the 
Apple Macintosh, the double data type has a 64-bit mantissa that provides 
approximately 19 decimal digits of precision. In Turbo C for the PC, the 
double data type has a 52-bit mantissa that provides approximately 15 
decimal digits of precision. For most practical situations, either 15 or 19 
digits of precision is a reasonable approximation to infinite precision. Fur- 
thermore, the double type is a floating-point format and thus provides good 
dynamic range in addition to high precision. 

Although floating-point formats are used in some digital filters, cost and 
speed considerations will often dictate the use of fixed-point formats having a 
relatively short word length. Such formats will force some precision to be lost 
in representations of the signal samples, filter coefficients, and computation 
results. A digital filter designed under the infinite-precision assumption will 
not perform up to design expectations if implemented with short-word-length, 
fixed-point arithmetic. In many cases, the degradations can be so severe as to 
make the filter unuseable. This chapter examines the various types of degrada- 
tions caused by finite-precision implementations and explores what can be 
done to achieve acceptable filter performance in spite of the degradations. 

16.1 Binary Representation of Numeric Values 

Fixed-point formats 

Binary fixed-point representation of numbers enjoys widespread use in digital 
signal processing applications where there is usually some control over the 

299 
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range of values that must be represented. Typically, all of the coefficients h[n] 
for a digital filter will be scaled such that 

Jh[n]l 1.0 for n = 1 , 2 , .  . . , N ( 16.1) 

Once scaled in this way, each coefficient can be expressed as 

h = b02' + b12-l + b22-' + .  . . (16.2) 

where each of the b, is a single bit; that is, b, E (0, I}. If we limit our 
representation to a length of L + 1 bits, the coefficients can be represented as 
a fixed-point binary number of the form shown in Fig. 16.1. As shown in the 
figure, a small triangle is often used to represent the binary point so that it 
cannot be easily confused with a decimal point. The expansion of Eq. (16.2) 
can then be written as 

L 

h =  C bk2-k 
k = O  

(16.3) 

The bit shown to the left of the binary point in Fig. 16.1 is necessary to 
represent coefficients for which the equality in (16.1) holds, but its presence 
complicates the implementation of arithmetic operations. If we eliminate the 
need to exactly represent coefficients that equal unity, we can use the 
fixed-point fractional format shown in Fig. 16.2. Using this scheme, some 
values are easy to write: 

= .loo0 

= Aolloo 
5/64 = Aooolol 

Some other values are not so easy. Consider the case of xO, which expands as 

xo = 2-4 + 2-5 + 2-8 + 2-9 + 2-12 + 2-13 + . . . 
30 

) - - 1 (2-4k+zP4k--1 
k = l  

Figure 16.1 Fixed-point bi- Figure 16.2 Alternative 
nary number format. fixed-point binary num- 

ber format. 
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fixed-point binary representation is a repeating fraction 

'/lo = .000110011 ' ' ' 

If we are limited to a 16-bit fixed-point binary representation, we can truncate 
the fraction after 16 bits to obtain 

The actual value of this 16-bit representation is 

- 0.099990845 
6553 2-4 + 2-5 + 2-8 + 2-53 + 2-12 + 2-13 + 2-16 - - 

65,536 - 

Thus the value represented in 16 bits is too small by approximately 
9.155 x 10W6. 

Instead of truncating, we could use a rounding approach. Rounding a 
binary value is easy-just add 1 to the first (leftmost) bit that is not being 
retained in the rounded format, In the current example we add 1 to bit 16. 
This generates a carry into b,, which propagates into b14 to yield 

This value is too big by approximately 6.1 x 
In many DSP applications where design simplicity, low cost, or high speed 

is important, the word length may be significantly shorter than 16 bits, and 
the error introduced by either truncating or rounding the coefficients can be 
quite severe, as we will see in Sec. 16.2. 

Floating-point formats 

A fixed-point fractional format has little use in a general-purpose computer 
where there is little or no a priori control over the range of values that may 
need to be represented. Clearly, any time a value equals or exceeds 1.0, it 
cannot be represented in the format of Fig. 16.2. Floating-point formats 
remove this limitation by effectively allowing the binary point to shift 
position as needed. For floating-point representations, a number is typically 
expanded in the form 

1. 

h =2"  bk2-k  
k = O  

In Think C for the Macintosh, a floating-point value has the form shown in 
Fig. 16.3. The fields denoted i and f contain a fixed-point value of the form 
shown in Fig. 16.1 where the binary point is assumed to lie between i and the 
most significant bit off. This fixed-point value is referred to as the mantissa. 
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S e I f 

Flgure 16.3 Floating-point binary number format 
used in  Think C for the Macintosh. 

If the bits in field f a r e  designated from left to right as f,, f,, . . . , fS3, the value 
of the mantissa is given by 

m = i +  C fk2pk 

The field denoted as e is a 15-bit integer value used to indicate the power of 
2 by which the numerator must be multiplied in order to  obtain the value 
being represented. This can be a positive or negative power of 2, but rather 
than using a sign in conjunction with the exponent, most floating-point 
formats use an  offset. A 15-bit binary field can have values ranging from 0 to 
32,767. Values from 0 to 16,382 are interpreted as negative powers of 2, and 
values from 16,384 to 32,766 are interpreted as positive powers of 2. The value 
16,383 is interpreted as 2" = 1, and the value 32,767 is reserved for represent- 
ing infinity and specialized values called NaN (not-a-number). The sign bit 
denoted by s is the sign of the overall number. Thus the value represented by 
a floating-point number in the format of Fig. 16.3 can be obtained as 

k = l  

provided e # 32,767. 
Suppose we wish to represent '/lo in the floating-point format of Fig. 16.3. 

One way to accomplish this is to set the mantissa equal to a 64-bit fixed-point 
representation of ?(,, and set e = 16,383 to indicate a multiplier of unity. Using 
the hexadecimal notation discussed previously, we can write the results of 
such an approach as 

s = o  

e = Ox3fff 

i = O  

f = oxoccccccccccccccc 

With the various fields packed together, the resulting 80-bit floating-point 
representation of '/lo is W = Ox3fffOccccccccccccccc. Slightly more precision 
can be squeezed into the representation if we shift f 4 places to  the left and 
modify e to indicate multiplication by T4. Such an approach yields 

w=ox3ffbcccccccccccccccc 



Practical Considerations 303 

Numbers greater than 1.0 present no problem for this format. The value 57 
is represented as 

s = o  

e = 0x4004 (that is, Z5) 

i = l  

In other words, this representation stores 57 by making use of the fact 

57 = 25(20 + 2-’+ 2-2 + 2 ~ ~ )  

16.2 Quantized Coefficients 

When the coefficients of a digital filter are quantized, the filter becomes a 
different filter. The resulting filter is still a discrete-time linear time-invari- 
ant system-it’s just not the system we set out to design. Consider the 21-tap 
lowpass filter using a von Hann window that was designed in Example 11.6. 
The coefficients of this filter are reproduced in Table 16.1. The values given 
in the table, having 15 decimal digits in the fractional part, will be used as 
the baseline approximation to the coefficients’ infinite precision values. Let’s 
force the coefficient values into a fixed-point fractional format having a 16-bit 
magnitude plus 1 sign bit. After truncating the bits in excess of 16, the 
coefficient values listed in Table 16.2 are obtained. The magnitude response of 
a filter using such coefficients is virtually identical to the response obtained 
using the floating-point coefficients of Table 16.1. If the coefficients are 

TABLE 16.1 Coefficients for 21-tap Lowpass Filter Using a 
von Hann Window 

n 

0, 20 
1,19 
2, 18 
3, 17 
4, 16 
5, 17 
6, 16 
7, 15 
8, 14 
9, 13 

10 

0.000 
- 0.000823149720361 
- 0.002233281959082 

0.005508892585759 
0.017431813641454 

- 0.000000000000050 
-0.049534952531101 
-- 0.049511869643024 

0.084615800641299 
0.295322344140975 
0.40 
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TABLE 16.2 Truncated 16-bit Coefficients for 21-tap Lowpass Filter 

n Sign Hex value Decimal value 

0, 20 
1, 19 
2, 18 
3, 17 
4, 16 
5, 15 
6, 14 
7, 13 
8, 12 
9,11 

10 

+ 
- 

+ 
+ 
4 
- 

+ 
+ 
+ 

0000 
0035 
0092 
0169 
0476 
0000 
Ocae 
Ocac 
15a9 
4b9a 
6666 

0.0 
~ 0.000808715820312 
~ 0.002227783203125 

0.005508422851562 
0.017425537109375 
0.0 

- 0.049530029296875 
-0.049499511718750 

0.084609985351562 
0.295318603515625 
0.399993896484375 

TABLE 16.3 Truncated 10-bit Coefficients for 21-tap Lowpass Filter 

n Sign Hex value Decimal value 

0, 20 
1, 19 
2, 18 
3, 17 
4, 16 
5, 15 
6, 14 
7, 13 
8, 12 
9, 11 

10 

+ 
- 

+ 
+ 
+ 

000 
000 
008 
014 
044 
000 
Oc8 
Oc8 
158 
4b8 
664 

0.0 
0.0 

0.0048828125 
0.0166015625 
0.0 

- 0.001 953125 

-0.048828125 
-0.048828125 

0.083984375 
0.294921875 
0.3994140625 

further truncated to 14- or 12-bit magnitudes, slight degradations in stop- 
band attenuation can be observed. 

The degradations in filter response are really quite significant for the 10-bit 
coefficients listed in Table 16.3. As shown in Fig. 16.4, the fourth sidelobe is 
narrowed, and the fifth sidelobe peaks at - 50.7 dB-a value significantly 
worse than the -68.2 dB of the baseline case. The filter response for 8- and 
6-bit coefficients are shown in Figs. 16.5 and 16.6, respectively. 

16.3 Quantization Noise 

The finite digital word lengths used to represent numeric values within a 
digital filter limit the precision of other quantities besides the filter co- 
efficients. Each sample of the input and output, as well as all intermediate 
results of mathematical operations, must be represented with finite precision. 
As we saw in the previous section, the effects of coefficient quantization are 
straightforward and easy to characterize. The effects of signal quantization 
are somewhat different. 
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Figure 16.4 Magnitude response for a von Hann-windowed 
21-tap lowpass filter with coefficients quantized to 10 bits 
plus sign. 
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Figure 16.5 Magnitude response for a von Hann-windowed 
21-tap lowpass filter with coefficients quantized to 8 bits plus 
sign. 
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7r - 0 
2 

freqwncy A 

I 

Flgure 16.6 Magnitude response for a von Hann-windowed 
21-tap lowpass filter with coefficients quantized to 6 bits plus 
sign. 

Figure 16.7 Typical transfer characteristic for a rounding quantizer. 
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Typically, an analog-to-digital converter (ADC) is used to sample and 
quantize an analog signal that can be thought of as a continuous amplitude 
function of continuous time. The ADC can be viewed as a sampler and 
quantizer in cascade. Sampling was discussed in Chap. 7, and in this section 
we examine the operation of quantization. The transfer characteristic of a 
typical quantizer is shown in Fig. 16.7. This particular quantizer rounds the 
analog value to the nearest “legal” quantized value. The resulting sequence 
of quantized signal values y[n]  can be viewed as the sampled continuous-time 
signal x[n]  plus an error sequence e[n] whose values are equal to the errors 
introduced by the quantizer: 

y[nI = x[nI + 4nI 

A typical discrete-time signal along with the corresponding quantized se- 
quence and error sequence are shown in Fig. 16.8. Because the quantizer 
rounds to the nearest quantizer level, the magnitude of the error will never 
exceed Q/2, where Q is the increment between two consecutive legal quan- 
tizer output levels, that is, 

-Q Q 
~ I e(t) I - 

2 2 
for all t 

0.5 

-0.5 

(C) 

Figure 16.6 (a )  Discrete-time continuous amplitude signal, 
( b )  corresponding quantized signal, and (c) error sequence. 
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The error is usually assumed to be uniformly distributed between -Q/2 and 
Q/2 and consequently to have a mean and variance of 0 and Q2/12, respec- 
tively. For most practical applications, this assumption is reasonable. The 
quantization interval Q can be related to the number of bits in the digital 
word. Assume a word length of L + 1 bits with 1 bit used for the sign and L 
bits for the magnitude. For the fixed-point format of Fig. 16.2, the relation- 
ship between Q and L is then given by Q = 2pL. 

It is often useful to characterize the quantization noise by means of a 
signal-to-noise ratio (SNR). In order to accomplish this characterization, the 
following additional assumptions are usually made: 

1. The error sequence is assumed to be a sample sequence of a stationary 
random proces; that is, the statistical properties of the error sequence do 
not change over time. 

2. The error is a white-noise process; or equivalently, the error signal is 
uncorrelated. 

3. The error sequence e[n]  is uncorrelated with the sequence of unquantized 
samples x [  n]. 

Based on these assumptions, the power of the quantization noise is equal to 
the error variance that was given previously as 

0:---- Qz 2 p 2 L  - -  
12 12 

If we let 0; denote the signal power, then the SNR is given by 

Expressed in decibels, this SNR is 

10 log 7 = 10 log 12 + 20L log 2 + 10 log 0; (3 
= 10.792 + 6.021~5 + 10 log of (16.4) 

The major insight to be gained from (16.4) is that the SNR improves by 
6.02dB for each bit added to the digital word format. We are not yet in a 
position to compute an SNR using Eq. (16.4), because the term of needs some 
further examination. How do we go about obtaining a value for r~;? Whatever 
the value of uf may be originally, we must realize that in practical systems, 
the input signal is subjected to some amplification prior to digitization. For 
a constant amplifier gain of A, the unquantized signal becomes Ax[n],  the 
signal power becomes A2al ,  and the corresponding SNR is given by 

SNR = 10 log + = 10.792 + 6.021L + 10 log(A'0;) r::) (16.5) 
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A general rule of thumb often used in practical DSP applications is to set A 
so that AD, is equal to 25 percent of the ADC full-scale value. Since we have 
been treating full scale as being normalized to unity, this indicates a value of 
A such that 

1 

Aa, = 0.25 or 

Substituting this value of A into (16.5) yields 

SNR = 10.79 + 6.02L + 10 log 

= 6.02L - 1.249 dB 

Using a value of A = 1/(4a,) means that the ADC will introduce clipping any 
time the unquantized input signal exceeds 40,. Increasing A improves the 
SNR but decreases the dynamic range, that is, the range of signal values that 
can be accommodated without clipping. Thus, for a fixed word length, we can 
improve the SNR at the expense of degraded dynamic range. Conversely, by 
decreasing A ,  we could improve dynamic range at  the expense of degraded 
SNR. The only way to simultaneously improve both dynamic range and 
quantization SNR is to increase the number of bits in the digital word length. 
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G lo ba I Def i n it ions 

'include catdio.h> 
'include (mathahi 
'include ctime.h? 

*def inc EOL 10 
'def i ne STOP-CHRR 38 
'define SPHCE 32 
'define TRUE 1 
'define FfiLSE Q 
'define PI 3.11159265 
'define TUO-PI 6.2831853 
'define TEN (double) 1 0 . 0  
ade f i ne flAX-COLUflNS 2Q 
'define MRX-ROUS 28 

/* 
/* struct complex 

{ 
f loot Re; 
float I a :  

structure definition f o r  single precision toniple.x */ 

1; */ 

31 1 
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i* structure definition for double precision conple,: */ 
struct complex 

f 
double Re; 
double I m ;  
I ;  

t ypede f i nt log i co 1 ; 
t ypcde f doub tc  rea I ; 
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Prototypes for C Functions 

i n t  Laguerreflet hod( i nt  o rder ,  
s t r u c t  complex coeftl, 
s t r u c t  complex * z z ,  
r e a  I eps i 1 on, 
real  eps i  Ion.?, 
int  maxI terat  i o n s i :  

v o i d  unwrapphase( i n t  i I:, r e a  I 'phase), 

uo i d  hut t ermort hFrcqRcsponsc! i nt  o rder  I 

real f requency, 
rea I *magn i t ude , 
rea  L *phase) ; 

v o i d  butterrorthImpulscResponsc( int  o r d e r ,  
r e a l  de l ta ' l ,  
i n t  n p t s ,  
r e a l  yval[l); 

v o i d  chebythevFreqRcsponse( i n t  o rder ,  
f I oat r i pp le, 
char  norma I i r a t  i onlype, 
f l o a t  frequency, 
f l o a t  *magnitude, 
f l o a t  *phase) ; 

313 
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uo i d  chebysheuInpu IseResponsej int  o rder ,  
f l o a t  r i p p l e ,  
char norna I i za t  i onlype , 
f l o a t  d e l t a l ,  
i n t  np ts ,  
f l o a t  yua I [ I  ) ; 

uo i d  cauerOrderEst i r(  r e a  I onegapass, 
r e a l  omegaStop, 
r e a  I RaxPassLoss, 
r e a l  maxStopLoss, 
i n t  *o rde r ,  
r e a l  *ac tua lD inStopLoss) ;  

v o i d  cauerCoe f f s i rea l  omegapass, 
r e a l  omegastop, 
r c a  I maxPassLoss , 
i n t  o rder ,  
r e a l  aa[J, 
pea I bb[ I ,  
r e a l  c c [ l ,  
i n t  *numSccs, 
rea  1 *hZero, 
r e a l  *pZero j ;  

uo i d  cauerFreqResponseI i n t  order 
real OOII 
r e a l  bb[ 1 
rea l  c c [ l ,  
r e a l  hZero, 
r e a l  pZcro, 
r e a l  frequency, 
r e a  I * m a y  i t udc , 
r e a l  *phase); 

uo i d  coucrRtsca l c (  i nt o rde r  
r e a l  aa[l, 
r e a  I bb[ 1, 
r e a l  ccI l ,  
r e a l  *hZero, 
r e a l  'ptero, 
r e a l  a lpha);  

v o i d  b e s s e l C o e f f i c i e n t s I  i n t  order,  
char typeOfNor ra l  i z a t  ion, 
r e a l  c o e f [ l ) ;  
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v o i d  bcsse IFreqflesponsr{ i n t  o rder ,  
r e a l  c o e f [ l ,  
r e a l  frequency, 
r e a l  *magnitude, 
r c a  I *phase) ; 

v o i d  besselCroupDclayl' i n t  order,  
r e a l  c o e f [ l ,  
r c a  I frequency, 
r e a l  d e l t a ,  
r e a l  *groupOelay); 

v o i d  d f t (  

v o i d  dft.21: 

v o i d  f f t l '  

s t r u c t  complex XI], 
s t r u c t  comp Iex  XXI I ,  
i n t  nn) ; 

s t r u c t  complex x i ] ,  
s t r u c t  compIex x x I l ,  
i n t  nn); 

s t r u c t  conp I r x  x[ 1, 
j t r u c t  complex x x [ l ,  
i n t  nn); 

v o i d  cgdFirResponsc( i n t  f ir' lype, 
i n t  nunblaps, 
r e a l  hhl l ,  
l o g  i ca I dbSca le, 
i n t  nunherOfPo i n t s ,  
rea  L hD[ 1) ; 

v o i d  norma 

u o i d  

v o i d  

dea I 

izeResponse( l o g i c a l  dbScale, 
i n t  numberOfPoints, 
r e a l  hh[ 1); 

nmpossj int  numbTaps, 
r e a l  omegaU, 
r e a  I c o e f f i c i e n t  [ I ) ;  

dealHighpassi  int  nunb'laps, 
r e a l  omegaL, 
r e a l  c o e f f i c i e n t  

u o i d  idealBandpassl' int  numbTaps, 
r e a l  oaegal, 
r e a l  onegall, 
r e a l  c o e f f i c i e n t  

I ) ;  

I ) ;  
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luoid idealBandstopl  int  
rea  
rea  
rea  

nuinbTaps, 
omegaL, 
orncgall, 
coef f i c i e n t  I l i ;  

rea  I cont Rect-angu LarResponse( rea  I f r e q ,  
r e a l  t a u ,  
Log i ca I &Sca l e i ;  

r e a l  discRectangularResponse! r e a l  f r e q ,  
i n t  11, 
1 og i co I normflap) i 

r e 0  I cont T r  i angu larRcspnnse( rea  1 f r eq  , 
real t au ,  
logical dbSca l e ) ;  

r e a l  d iscTr iangu larResponsc~ r e a l  f req ,  
i n t  fl, 
log i co normAmp j ; 

v o i d  t r i angu la r l l i ndow(  i n t  ti, r e a l  window[]) ;  

v o i d  makeLagUindow( i n t  N, 
r e a l  window[], 
i n t  cent c r ,  
r c a  I out U i  ndow[ 11; 

v o i d  nakeDataUindow( int  N, 
r e a l  u indow[ l ,  
r e a  1 outU i ndow[ 11 : 

v o i d  hannUindoaf int  nn. r e a l  a indow[ l ) ;  
v o i d .  hammingUindow( int nn, r e a l  r i ndow[ l ) ;  

i n t  f sUes ign l  i n t  nn ,  
i n t  f i rType ,  
real aa[l, 
r e a l  h[ I )  : 

f indSbPeak( int  bandConf ig[ 1 ,  
i n t  numPt s , 
r e a l  hh[ l )  ; 

r e a l  goldensearch( i n t  f i rType, 
in t  nurnbTaps, 
r e a t  hD[I, 
real gsTol ,  
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i n t  nunFreqPt 3 ,  
i n t  bandConf i g[ 1 ,  
r e a l  * f m i n j ;  

v o i d  setTrans( i n t  bandconf ig [ ] ,  
r e a l  x ,  
r e a l  h0[1); 

rea  I go ldenSearchZ( r e a  I rhnf l  i n  , 
rea  I rhollax, 
i n t  f i rType, 
i n t  numhTaps, 
r e a  I hD[ 1, 
r e a l  gsTol ,  
i n t  nunFreqPt s , 
r e a l  o r i g i n s [ ] ,  
pea I slopes[ 3 ,  
i n t  bandronf i s [ ] ,  
r e a t  * f m i n j ;  

v o i d  s e t T r a n s i t i o n I  r e a l  o r i g i n s [ ] .  
r-eaI s lopes [ ] ,  
i n t  handcon f ig [ ] ,  
r e a l  x ,  
r e a l  l i d [ ] ) ;  

u o i d  op t im ize2(  real ysasc, 
i n t  f i r T y p e ,  
i n t  numhTaps, 
r e a  I hU[ 1 ,  
r e a l  g s T o l ,  
i n t  numFreqPts, 
i n t  bandcon f i g[ 1 ,  
r e a l  t tueak fac tor ,  
rea l  rectComps[ l ! ;  

uoid  dumpRectCompsj r e a l  o r i g i n s [ ] ,  
r e a l  sIopes[l, 
i n t  nunTransSamps , 
r e a l  x j ;  

r e a l  desLpfHesp( r e a l  freqP, r e a l  f r e q ) ;  

r e a l  meightLp( r e a l  kk, r e a l  freqP, r e a l  f r e q j ;  
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vo  i d  remerEr ror (  rea I g r  i dParan[ 1 ,  
i n t  g r i d t l ax ,  
i n t  r, 
r e a l  kk ,  
r e a l  freqP, 
int  IFF[ 3 ,  
r e a l  c c [ l ) ;  

r e a l  conputeAenezA( real gridParam[ 1, 
i n t  g r i d f l ax ,  
int  r, 
r e a  I kk, 
r e a l  freqP, 
i nt i FF[ I ,  
i n t  in i  t F  lag ,  
r e a l  c o n t f r c q ) ;  

v o i d  rencrScarch( rea l  ee[l, 
rea  L absUe It  a ,  
int  gP, 
i n t  IFF[] ,  
i n t  g r  i dflax , 
i n t  r, 
rca I g r  i dParam[ 1 j I 

int  remezStop( i n t  IFF [ ] ,  i n t  rj, 

i n t  renczStopZ( r e a l  ee [ l ,  int i F F [ l ,  in t  r) ;  

uo i d  renerF i n  i sh( rea I ex t  F r e q l  I, 
int  nn, 
int  r, 
r e a l  freqP, 
r e a l  kk, 
r e a l  aa [ l ,  
r e a l  h[ 1) : 

v o i d  rene r (  int  nn, 
int r, 
i nt gr idDens i t y ,  
r e a l  kk, 
r e a l  freqP, 
r e a l  freqS, 
r e a  I extFreq[ I ,  
r e a l  h [ l ) ;  
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i irHcsponse( s t r u c t  conpIex a [ ] ,  
int b i g t i ,  
s t r u c t  complex b[l, 
in t  bign, 
i n t  nuaberOfPo i n t  s, 
l o g i c a l  dbScale, 
pea I magn i t  ude[ 1, 
r e a l  phase[]); 

void impulaeInuar(  s t r u c t  comp\ex po le [ ] ,  
i n t  numPo I e3 I 

s t r u c t  complex z e r o [ ] ,  
i n t  numieros, 
r e a  I hZero, 
r e a l  h i  gT, 
s t ruct  comp t ex u l  I ,  
st r u c  t comp [ e x  b[ 1) ; 

v o i d  s tep Inva r (  s t r u c t  complex pole[l, 
i nt nunPo I CJ, 

s t r u c t  complex rcro[I, 
i n t  numZeros, 
r e a l  hilero, 
pea I b i gl, 
s t r u c t  complex a[] ,  
s t r u c t  complex b [ l ) ;  

v o i d  b i  I i near (  s t r u c t  complex po le [ ] ,  
i nt nunPo I C J  , 
s t r u c t  complex z e r o [ ] ,  
i n t  n u d e r o s ,  
r c o  I hZero, 
r e a l  bigT, 
st r u c t  comp / e x  a[ 3 I 

s t r u c t  complex b [ l ) ;  

s t r u c t  complex caplx( 
s t r u c t  complex cRdd( s t r u c t  complex R, s t r u c t  complex R ) ;  
s t r u c t  complex cSub( s t r u c t  coaplex R ,  struct complex 8); 
r e a l  c f log(s t ruc t  complex 13);  
r e a l  cRbs(struct  complex R ) ;  
double cdRbs(s t ruc t  conp lex  R ) ;  
r e a l  o r g ( a t r u c t  complex I 3 ) ,  
J t r u c t  complex cSqr t (  s t r u c t  complex H i ;  
s t r u c t  complex c n u I t (  s t r u c t  complex 8, s t r u c t  complex R ) ;  
s t r u c t  c o i p l c x  s l l u l t (  r e a l  a, s t r u c t  complex 8); 
s t r u c t  complex cDiu( s t r u c t  complex numer, s t r u c t  complex denom); 

r e a l  R, r e a l  8); 
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real sincSqrd( real x i ;  
real sincr’ real x ) ;  
real acosh( real x i ,  
ovoid pause( logical enahled), 
int bitReul: int L ,  int t i ) ;  
i n t  log21 int ti i ,  
real ipou( real x ,  int k j :  
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Functions for Complex Arithmetic 

r e s u l t  .Re - R ;  
r e s u l t . I m  * 8; 
r e t u r n (  r e s u l t ) ;  
1 

321 
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r e s u l t  .Re = R.Re + 8 . k ;  
r t s u l t . I n  = R . 1 m  + B . I a ;  
r e t u r n (  r e s u l t ) ;  
! 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* */ 
/* c S u b 0  */ 
/* */ /****************************************/ 
s t r u c t  complex cSub( 

s t r u c t  complex A, 
s t r u c t  complex 6) 

I 
s t r u c t  complex r e s u l t ;  

r e s u l t  .Re = R.Re - B.Re; 
r s s u i t . I m  = A , l m  - 6 . 1 ~ ;  
r e t u r n (  r e s u l t  j ;  
1 
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i f (  (R.Re -= 8.e) && (R.Im =- 8 .8 )  I 
{ 
r e s u l t  - 8 . 8 ;  
1 
i 

e l s e  
1 
r e s u l t  = atan?( Kim, R.Re 1; 
I 

r e t u r n l  result.); 
1 

r = sqrtCcdRbsiRj) ;  
t h e t a  = a rg(H) /2 .8 ;  
r e s u l t  .Re = r * c c s i t h e t a ) :  
r e s u l t  . I m  = r * s i n r t h e t a ) ;  
r e t u r n l  r e s u l t ) :  
1 



324 Appendix C 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
/* */ 
/* C t I U l t O  * /  
/* */ 
/******r*****YmtY*YY*a******~~***a******&/ 

s t r u c t  comp lex  cf lu l  t I 
s t r u c t  complex R, 
s t r u c t  complex B )  

t 
s t r u c t  complex r e s u l t ;  

r e s u l t . R c  = R.Rc*B.He - R.Im*b.Im, 
resu l t . 1m = H,t?e*B.Im + f f . I m * B . R e ;  
r e t u r n (  r e s u l t  1, 
1 
/*******r*******m***L*****+**************~ 

/*  */ 
/* s t I u l t 0  */ 
I* */ 
/************************a****************/ 

s t r u c t  complex s f l u l t i  
r e a i  a ,  
s t r u r t  compiex 6 )  

i 
s t  r u c t  comp lex  resu  I t ; 

r e s u 1 t . k  - a*6.Re; 
r e s u l t .  I s  = a*R I I m ;  
return( r e s u l t  1; 

bot tom - denoa .Ae*denom. Re + denom I ImYdcnon. Im; 
r e a  L t  op = numer . Re*denom . He + numer . Im*denon . I m ;  
i mag-top - numer I Im*denom .Re - numcr . Re*denom. I m ;  
r e s u l t . R e  - r t a L t o p / h a t t o n ;  
r e s u l t . I m  - imag-top/bottom; 
r e t u r n (  r e s u l t  ); 



/** 
/* 
/*  
/*  
/* 
/* 

** ** ** 
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real sine( real x )  
{ 
real result; 
if( x=-E1,8) 

I 
result = 1 .Et; 
1 

{ 
result = sinIxjix; 
1 

else 

returniresul t ); 
1 

v o i d  pause( logical enabled) 
I: 
char inputString[2811 
i f(enabled) f 

printf(”entcr anything to cont inuc\n”); 
gets( i nput St r i ng ; 



Miscellaneous Support Functions 327 

i n t  bitHeu( i n t  L, i n t  N i  
I 
i n t  work, work2, i, b i t ;  

eork2 - 9; 
work - N; 
f o r ( i=B :  i < L ;  i++i  { 

b i t  = work%?; 
ro rk2  = 2 * work? + b i t ;  
work /=2; 
1 

r e t  urn(work2) ; 
I 

i n t  log2( i n t  N 1 
I 
i n t  work, resu l t ;  

r e s u l t  * 8; 
work = N; 
for( ; ; )  I 

i f (work == 0) break; 
work /-2; 
resu I t + +  ; 

1 
re turn(resu1 t -1) ;  
1 
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real i p o r (  real x ,  
int k )  

real result; 
int n, 
i f(k--8) 

else 
{result = I , @ ; I  

{result - x ;  
for( n=?, nc-k; n++) 

1 
I r e s u l t  = result * x i )  

return(resu I t ) ;  
1 
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Index 

Alternation theorem, 247 
Antialiasing filters, 121 
Aperture effect, 122 
Argand diagram, 4-5, 49 
Asymptote, 18 

Bartlett window, 185 
Bessel filters, 109-116 
Bilinear transformation, 287-298 
Block diagrams, 131-133 
Butterworth filters, 6576 

Carrier delay, 53 
Cauer filters (see Elliptical filters) 
Causality, 3%39 
Chebyshev filters, 77-92 
Compact subset, 246 
Complex arithmetic, 4 4  
Complex conjugate, 4 
Critical frequency, 48 
Critically sampled signal, 120 

Data windows, 182 
Decibels, 2-3 
Delta functions, 14-16 
Derivatives, 12-13 
Digitization, 117-118 
Dirac delta function, 14-16 
Direct form realizations, 272-274 
Dirichlet conditions, 25 
Dirichlet kernel, 183 
Discrete convolution, 13&131 
Discrete Fourier transform, 137-150 
Discrete-time Fourier transform, 127-129 
Discrete-time signal, 117, 125-126 
Discrete-time systems, 12%135 
Discrimination factor, 95 
Distributions, 1G17 
Dolph-Chebyshev window, 199-200 

Elliptical filters, 9g108 
Energy signals, 21-22 
Energy spectral density, 31-32 
Envelope delay, 53 
Euler’s constant, 1 
Exponentials, 1 

Fast Fourier transform, 141-143 
Filters: 

antialiasing, 121 
Bessel, 109-116 
Butterworth, 6576 
Cauer, 93-108 
Chebyshev, 77-92 
elliptical, 93-108 
finite impulse response, 131, 161 ff. 
guard, 121 
infinite impulse response, 131, 271-286 

Finite impulse response filters, 131, 161 ff. 
Fixed-point numeric formats, 299-301 
Floating-point numeric formats, 301-303 
Fourier series, 22-28 
Fourier series method of FIR design, 171-210 
Fourier transform, 28-32 
Frequency sampling method of FIR design, 

Frequcncy warping, 292-293 

Gibbs phenomenon, 173 
Golden section search, 222 
Group delay, 52-53 
Guard filters, 121 

211-244 

Hamming window, 197-199 
Harmonic frequencies, 23 
Heaviside expansion, 4748 

Ideal sampling, 119-120 
Impulse function, 1416 
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Impulse invariance UR design, 274-279 
Impulse response. 3 W .  58 
Infinite impulse response filters. 131, 271-286 
Instantaneous sampling, 121-123 
Integration, 15-14 

Lag windows, 182 
Laguerre method, M 5 1  
Laplace transform, 4145, 155 
Linear phase filters. 163-166 
Linearity, 3637 
Logarithms, 2 

Magnitude response, 51 
Magnitude scaling. 57 
Modular constant, 94 
Modulus, 4 

Napierian logarithms, 2 
Natural sampling, 12M25 
Normalized power. 21 
Nyquist rate, 120 

Orthogonal set, 10 
Orthonormal set. 10 

Parsed’s  theorem, 28 
Partial fraction expansion, 157-160 
Phase delay, 52 
Phase response. 51. 57 
Poles, 48-51 
Power signals, 21-22 
Power spectral density. 33 

Quantization, 117 

Quantization noise. 304309 

Rectangular window. 179-184 
Region of convergence, 151-154 
Remez exchange, 2 4 F m O  

Sampling, 117-126 
Sampling theorem, 120 
Scaling, 56 ff. 
Selectivity factor, 94 
Signal flow graphs. 134-135 
Spectral density: 

energy, 3132 
power, 33 

Step invariance IIR design, 279-281 
Step response, &41, 57-58 
Symmetry, I S 2 1  
System functions, 1SE-I56 

Tapering windows, 182 
Time invariance. 37-38 
Transfer functions, 4W7, 5667 
Transition band. 53 ff. 
Transversal filters, 131 
Triangular window, 18Pl8Y 
Trigonometry. G12 

Uniform sampling theorem. 120 
Unit impulse, 14-16 

von Hann window, 193-196 

L transform, 151-160 
Zeros, 4-51 
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